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Integrating learning by experience and
demonstration in autonomous robots

Paolo Pagliuca and Stefano Nolfi

Abstract
We propose an integrated learning by experience and demonstration algorithm that operates on the basis of both an
objective scalar measure of performance and a demonstrated behaviour. The application of the method to two qualita-
tively different experimental scenarios involving simulated mobile robots demonstrates its efficacy. Indeed, the analysis of
the obtained results shows that the robots trained through this integrated algorithm develop solutions that are function-
ally better than those obtained by using either a pure learning by demonstration, or a pure learning by experience algo-
rithm. This is because the algorithm drives the learning process toward solutions that are qualitatively similar to the
demonstration, but leaves the learning agent free to differentiate from the demonstration when this turns out to be nec-
essary to maximize performance.
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1. Introduction

Humans frequently learn by using a combination of
demonstration and trial and error. ‘When learning to
play tennis, for instance, an instructor will repeatedly
demonstrate the sequence of motions that form an
orthodox forehand stroke. Students subsequently imi-
tate this behaviour, but still need hours of practice to
successfully return balls to a precise location on the
opponent’s court’ (Kober, Bagnell, & Peters, 2013,
p. 1257).

From a machine learning perspective, the combined
use of learning by demonstration (Argall, Chernova,
Veloso, & Browning, 2009; Billard, Callinon, Dillmann,
& Schaal, 2008) and learning by experience (Kober
et al., 2013; Nolfi & Floreano, 2000; Sutton & Barto,
1998) provides advantages and drawbacks. Firstly, it
enables the learning agent to exploit a richer training
feedback constituted by both a scalar performance
objective (reinforcement signal or fitness measure) and
a detailed description of a suitable behaviour (demon-
stration). Secondly, it permits to combine the comple-
mentary strengths of the two different learning modes.
Indeed, the possibility to observe proper behaviours
frees the agent learning by demonstration from the
need to find out the behavioural strategy that can be
used to solve the task and, consequently, narrows down
the goal of the learning process only to the discovery of
how the demonstrated behaviour can be re-produced.

Moreover, the possibility to rely on the objective scalar
measure evaluating the functionality of the overall
robot’s behaviour enables the learning robots to select
variations that represent real progresses and to exploit
properties that emerge from the agent/environmental
interactions.

On the other hand, the two learning modes have also
drawbacks. Indeed, in learning by demonstration, the
attempt to solve the task by approximating a demon-
strated solution, rather than directly optimizing perfor-
mance, exposes learning agents to the problems caused
by the fact that minor differences between the demon-
strated and reproduced behaviours might cumulate
over time eventually causing huge undesired effects. In
learning by experience, the selection of variations that
represent genuine advance with respect to the current
capabilities of the agent might drive the learning pro-
cess toward local minima that might then prevent the
discovery of better solutions. Furthermore, the combi-
nation of these two learning modes has potential short-
comings as well. In effect, channelling the learning

Institute of Cognitive Sciences and Technologies, National Research

Council (CNR), Roma, Italia

Corresponding author:

Paolo Pagliuca, Institute of Cognitive Sciences and Technologies, National

Research Council (CNR), Via S. Martino della Battaglia, 44 00185 Roma,

Italia

Email: paolo.pagliuca@istc.cnr.it

 at Consiglio Nazionale Ricerche on October 5, 2015adb.sagepub.comDownloaded from 

http://adb.sagepub.com/


process through demonstrated solutions is likely to be
beneficial only when the demonstrated behaviour does
represent a solution that is effective and learnable from
the point of view of the learning agent. This is not
necessarily the case when the learning agent is a robot
and the demonstrator is a human, i.e., when the demon-
strator and the learning agent have different body
structures and different cognitive capabilities. Finally,
the combined effects of two different learning methods
can drive the learning process toward the synthesis of
intermediate solutions, representing a sort of compro-
mise between the changes driven by the two learning
modes, which are not necessarily functionally effective.

Over the last few years, several researchers have pro-
posed hybrid learning by demonstration and experience
methods for robot training. In particular, Rosenstein
and Barto (2004) extended an actor critic reinforcement
learning (Sutton & Barto, 1998) with a supervisor agent
that co-determines, together with the learning agent,
the actions to be executed at each time step. These
actions are generated by performing a weighted sum of
the actions proposed by the supervisor and the learning
agent. The parameter that trades off between the two
actions is varied by taking into account the estimated
efficacy of both the supervisor and the agent in specific
circumstances and the need to increase the autonomy
of the agent progressively during the learning process.
Overall, the results obtained in a series of case studies
demonstrate that the combination of the two learning
modes can provide advantages. Nonetheless, the strat-
egy of averaging the actions suggested by the supervisor
and the agent might limit the efficacy of the algorithm
to domains in which the negative effects caused by the
summation of incongruent actions are negligible. In a
related work, Judah, Roy, Fern, and Dietterich (2010)
incorporated user advice into a reinforcement learning
algorithm. More specifically, learners alternate between
practice (i.e., experience) and end-user critique, where
advice is gathered. The user analyses the behaviour of
the learners and marks subset of actions as good or
bad. The policy is optimized through a linear combina-
tion of practice and critique data. Results obtained in a
series of experiments demonstrate that the approach
significantly outperformed pure reinforcement learning.
However, the study revealed usability issues related to
the amount of practice and advice needed to achieve
successful performance.

Kober and Peters (2009) investigated how a special
kind of pre-structured parameterized policies called
motor primitives (Ijspeert, Nakanishi, & Schaal, 2004;
Schaal, Mohajerian, & Ijspeert, 2007) can be subjected
to a combined learning by demonstration and experi-
ence training (Daniel, Neumann, & Peters, 2012;
Paraschos, Daniel, Peters, & Neumann, 2013). Motor
primitives are constituted by two coupled parametrical
differential equations. The equations are hand-
designed, while the equation parameters are learned.

Learning occurs in two phases: first, the parameters are
subjected to a learning by demonstration process; then,
the parameters are refined on the basis of a reinforce-
ment learning process. This method has been success-
fully applied to a series of distal rewarded tasks that
could not be solved through learning by demonstration
by itself. However, it operates appropriately only when
the amount of deviation from the demonstrated trajec-
tories is actively limited (Kober & Peters, 2009;
Kober et al., 2013; Valenti, 2013). As a result, the
method can only be successful when the learning by
demonstration phase enables the learning robot to
acquire a close-to-optimal strategy that only requires
subsequent fine-tuning.

Argall, Browning, and Veloso (2008) proposed a
method for enriching the demonstration data set with
advice produced by the human demonstrator during
the observation of the behaviour exhibited by the learn-
ing robot. Advice consist in required modifications
such as ‘turn less/more tightly’ or ‘use a smoother
translational speed’ that can be easily identified by a
human observer and can be used to automatically gen-
erate additional demonstration data obtained through
a corrected version of the behaviour displayed by the
learning robot. The collected results indicate that this
technique can outperform standard learning by demon-
stration methods. Consequently, as hypothesized, per-
sonalizing the demonstration depending on the
characteristics of the learning robot can improve the
outcome of the learning process. Nevertheless, this
method only operates by attempting to reduce the dis-
crepancy between the actual and the demonstrated
behaviour and does not combine this with a learning
by experience method driven by a direct measure of
performance. Therefore, it does not provide a way to
overcome the problem caused by the fact that minor
inevitable differences between the demonstrated and
the reproduced behaviour can lead to large negative
consequences over time.

Other related works are those of Abbeel and Ng
(2005), Cetina (2007), Chernova and Veloso (2007) and
Knox and Stone (2009, 2010). Abbeel and Ng (2005)
demonstrated the advantage of initializing the state-
action pairs of a reinforcement learning based on a
learning by demonstration method. Cetina (2007)
implemented an algorithm in which the advice of the
user is used to restrict the set of possible actions
explored by the reinforcement learning. Chernova and
Veloso (2007) proposed a learning by demonstration
approach, in which the learning agent can progressively
increase its autonomy by reducing the number of
demonstrations required from the teacher. Knox and
Stone (2009) proposed a reinforcement learning method
that operates on the basis of short-term rewards pro-
vided by human trainers that predict the expected long-
term effect of single actions or short sequence of
actions.
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A still unanswered question of all the presented
approaches concerns how different training feedbacks
can be effectively integrated. Indeed, the different
learning modes (i.e., learning by experience and learn-
ing by demonstration) often drive the learning agents
toward different outcomes, whose effect is not necessa-
rily additive. For example, the combination of the two
processes in sequence, that can be obtained by first sub-
jecting the robot to a learning by demonstration phase
and then to a learning by experience phase, might cause
the washing out of the capabilities acquired during the
first phase at the beginning of the second phase
(Kober et al., 2013; Valenti, 2013). Similarly, a combi-
nation achieved by summing up the effects of the two
processes might lead to undesirable consequences.

In this paper, we introduce a new method that inte-
grates the learning by demonstration and by experience
in a single algorithm. This algorithm operates by esti-
mating the local gradient of the current candidate solu-
tion with respect to an objective performance measure
and exploring preferentially variations that reduce the
differences between the robot and the demonstrated
behaviour.

The results obtained on two qualitatively different
tasks demonstrate how the algorithm is able to synthe-
size effective solutions. Such solutions are qualitatively
similar to the demonstrated behaviour with respect to
the characteristics that are functionally appropriate,
while deviate from the demonstration with respect to
other characteristics.

In the next section, we illustrate the first experimen-
tal setting and the learning algorithm. In section 3, the
obtained results will be described. The second experi-
mental setting and the corresponding obtained results
are described in sections 4 and 5. Finally, in section 6
we draw our conclusions.

2. Exploration experiment

In a first experiment, a simulated Khepera robot
(Mondada, Franzi, & Ienne, 1993) has been trained for
the ability to explore an arena surrounded by walls that
contains cylindrical obstacles located in randomly vary-
ing positions (Figure 1). With the term explore we
mean ‘to visit the highest possible number of environ-
mental locations’. To verify the advantages and disad-
vantages of different learning modes and of their
combination we carried out three series of experiments
in which the robot has been trained through a learning
by experience, a learning by demonstration, and an
integrated learning by experience and demonstration
algorithm. The three algorithms are described in sec-
tions 2.1, 2.2 and 2.3.

The robot is provided with six infrared sensors
located in its front side that enable it to detect nearby
obstacles and two motors controlling the desired speed

of the two wheels. The robot’s controller consists of a
three-layer feed-forward neural network with six sen-
sory neurons, which encode the state of the six corre-
sponding infrared sensors, six internal neurons, and
two motor neurons, which encode the desired speed of
the two wheels. The activation of the infrared sensors is
normalized in the range [0.0, 1.0]. The activation of the
internal and motor neurons is computed based on the
logistic function. The activation of the motor neurons
is normalized in the range [210.4, 10.4] cm/s. Internal
and motor neurons are provided with biases.

The environment consists of a flat arena of
1.03 1.0 m, surrounded by walls, containing five cylin-
ders with a diameter of 2.5 cm located in randomly
varying positions. The robot and the environment have
been simulated by using FARSA (Massera Ferrauto,
Gigliotta, & Nolfi, 2013), an open software tool that
has been used to successfully transfer results obtained
in simulation to hardware for several similar experi-
mental settings (e.g., De Greef & Nolfi, 2010; Sperati,
Trianni, & Nolfi, 2008).

The performance of the robot, i.e., the ability to visit
all environmental locations, is computed by dividing
the environment into 100 cells of 103 10 cm and count-
ing the number of cells that have been visited at least
once over a period of 75 s during which the robot is
allowed to interact with the environment. To select
robots able to carry out the task in variable environ-
mental conditions, the robot’s performance is evaluated
during 25 trials, each lasting 75 s. The position and the
orientation of the robot and the position of the obsta-
cles are randomly initialized at the beginning of each
trial. The overall performance is calculated by aver-
aging the performances obtained during the different
trials. It is worth noting that the optimal performance
is unknown since the time for exploration is limited and
some of the cells are occupied by obstacles.

The 48 connection weights of the neural network
and the eight biases are the free parameters that are ini-
tially set randomly and then learned by using the algo-
rithms described in the next sections. The values of

Figure 1. Exploration experiment. The robot and the
environment.
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these parameters determine the control policy of the
robot, i.e., how the robot reacts to the experienced sen-
sory states.

2.1 Learning by experience

In learning by experience methods, the learning robot
discovers either the behaviour through which the task
can be solved, or the control rules that, in interaction
with the environment, lead to the production of the
selected behaviour. The learning process is driven by a
scalar measure of performance that rates the extent to
which the robot is able to accomplish the task. The uti-
lization of a performance measure that does not specify
how the problem should be solved potentially enables
the learning robot to find effective solutions that are
often simpler and more robust than those identifiable
by human designers (Argall, Browning, & Veloso,
2010; Coates, Abbeel, & Ng, 2008; Taylor, Suay, &
Chernova, 2011). On the other hand, the use of such an
implicit training feedback, that constraints only loosely
the course of the adaptive process, can initially drive
the learning process toward the synthesis of sub-
optimal behavioural solutions that constitutes local
minima (i.e., that cannot be progressively transformed
into better solutions without producing performance
drops).

A first way to achieve a learning of this kind consists
in using a stochastic hill climber algorithm (Russell &
Norvig, 2009), in which the free parameters of the
robot’s controller are randomly modified and the varia-
tions are retained or discarded depending on whether
or not they produce an improvement of the robot’s
performance.

A second option consists in using a reinforcement
learning (Sutton & Barto, 1998) that operates by calcu-
lating the estimated utility of possible alternative
actions on the basis of received rewards and using this
acquired information to preferentially select the actions
with the highest expected utilities.

A third way entails the use of an evolutionary algo-
rithm (Holland, 1975; Nolfi & Floreano, 2000;
Schwefel, 1995) that operates on a population of candi-
date solutions. These solutions are selected based on
their relative performance and varied through the pro-
duction of offspring, i.e., copies modified through
genetic operators such as mutation and crossing over.

Finally, a fourth option is provided by natural evo-
lution strategies (NES) (Wierstra, Schaul, Peters, &
Schmidhuber, 2008; also Rechenberg & Eigen, 1973;
Schwefel, 1977) that operate by sampling the local gra-
dient of the candidate solution (i.e., the correlation
between variations of the free parameters and variation
of performance) and modifying the candidate solution
toward the most promising directions of the multi-
dimensional parameter space. Samples are generated
by creating varied copies of the candidate solution.

In our experiments, we used the xNES algorithm
(Glasmachers, Schaul, Yi, Wierstra, & Schmidhuber,
2010), i.e., an algorithm of the latter type since, as we
will see, it can be easily extended to incorporate also
learning-by-demonstration feedbacks. The xNES algo-
rithm has already been successfully tested on a series of
domains including autonomous robot learning
(Glasmachers et al., 2010).

More specifically, the xNES algorithm works as
described in Algorithm 1. The notation used differs
from (Glasmachers et al., 2010) in order to allow the
reader to understand all the steps of the algorithm eas-
ily with plenty of details.

ind ~p � juð Þ ð1Þ

where p is a Gaussian distribution with parameters
u=(m,s). m represents the mean of the Gaussian dis-
tribution and it is set to 0.0. s stands for the standard
deviation of the Gaussian distribution and it is set to
1.0.

l=4+ floor 3 � log pð Þð Þ ð2Þ

where p is the number of free parameters, and floor
indicates the inferior integer part of the number.

hcovM =0:5 � max 0:25,
1

l

� �
ð3Þ

where l is the number of offspring.

uk =
max log l

2 +1
� �

� log kð Þ
� �

P
max log l

2 +1
� �

� log jð Þ
� � ð4Þ

where l is the number of offspring and k is the index of
the kth offspring.

2.2 Learning by demonstration

In learning by demonstration, the control policy is
learned from examples or demonstrations provided by
a teacher (Argall et al., 2009; Schaal, 1997). The objec-
tive of the learning process is therefore to reproduce
the demonstrated behaviour. In particular, the learning
algorithm should enable the discovery of the control
mechanisms that, in interaction with the environment,
yield the demonstrated behaviour (Billard, Balinon, &
Guenter, 2006). The examples can be defined either as
the sequences of sensory-motor pairs that are extracted
from the teacher demonstration (offline demonstration
learning) (Hayes & Demiris, 1994), or as the sequences
of the desired action specifications that the teacher pro-
vides to the learning robot while it is acting (online
demonstration learning) (Rosenstein & Barto, 2004).

In general terms, the availability of the demonstra-
tion reduces the complexity of the learning task and
enables the use of potentially more powerful supervised

4 Adaptive Behavior

 at Consiglio Nazionale Ricerche on October 5, 2015adb.sagepub.comDownloaded from 

http://adb.sagepub.com/


learning techniques. On the other hand, the behaviour
demonstrated by the teacher might be impossible to
learn from the robot’s point of view (i.e., the demon-
strator might be unable to identify behaviours learn-
able by the robot). Besides, the acquisition of an ability
to produce a behaviour that is very similar but not
identical to the demonstration does not guarantee the
achievement of good performances since small differ-
ences might cumulate over time leading to significant
differences.

In our experiment, we generated the demonstrations
automatically through a demonstration robot provided
with a hand-designed controller. This allowed us to
generate a large number of demonstrations and to use
exactly the same kind of demonstration in all experi-
ments. The hand-designed controller of the demonstra-
tor: (1) moves the robot straight at the highest possible
speed when the infrared sensors are not activated, (2)
makes the robot turn left or right when the two right or
the two left infrared sensors are activated respectively,
and (3) makes the robot turn left when both the two
left and the two right infrared sensors are activated.

This is made by setting by default the desired speed of
the two wheels to the highest positive value and by pro-
portionally reducing the speed of one wheel according
to the average activation of the two opposite infrared
sensors. It is worth noting that the optimal relation
between the activation of the infrared sensors and the
speed of the wheels, with respect to the ability of the
robot to explore the arena, is not necessarily propor-
tional and homogeneous for the two sensors located on
either side. Nevertheless, since there is no clear way for
determining this relation, we used a simple propor-
tional and homogeneous relation.

The fact that certain characteristics are hard to opti-
mize from the point of view of an external designer con-
stitutes one of the reasons that explain why combining
learning by demonstration and experience can be bene-
ficial. Indeed, as we will see, the integrated learning by
experience and demonstration (E&D) algorithm can
find solutions that are better optimized in this respect.

In the offline demonstration mode, the sequence of
sensory-motor pairs experienced by the demonstrator
robot, while it operates in the environment for several

Algorithm 1: the xNES algorithm.

initialize:
the candidate solution (ind) by selecting the best over 100 parameters’ sets generated by using Equation 1
the number of offspring (l), see Equation 2
the covariance matrix (covMat) with zeroed values. The covariance matrix encodes the correlation between free

parameters of high utility samples. The utility of a sample is the relative performance advantage with respect
to the other generated samples.

the learning rate used to update the individual (hind). We use hind=1.0.
the update rate of the covariance matrix (hcovM), see Equation 3

repeat
for k=1.l do

generate random variation vectors with a Gaussian distribution
sk ~p :juð Þ

generate samples by adding the product of the variation vectors by the exponential of the covariance matrix
to the candidate solution

zk = ind + ecovMat � sk

evaluate the fitness of the samples
fk =F zkð Þ

end
sort zk with respect to their performance fk

ranking = z1, :::, zl,F z1ð Þ � ::: � F zlð Þ
calculate the utility of the samples uk

uk , see Equation 4
sum-up variations weighted by utilities

rind =
P

uk � sk

calculate the estimated local gradient
rcovM =

P
uk � sk � sT

k � I
� �

, where I is the identity matrix, and T superscript represents the matrix trans-
position operation

move the candidate solution depending on the local gradient with the given learning rate
ind = ind +hind � ecovMat � rind

update the covariance matrix based on the estimated local gradient with the given update rate
covMat= covMat+hcovM � rcovM

for 500 iterations
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trials, are used to train the neural network controller of
the learning robot. The training is performed by using
the demonstrations as training set and learning the
weights of the robot’s neural controller through back-
propagation (Rumelhart, Hinton, & Williams, 1986).
More specifically, the sensory states experienced by the
demonstrator robot and the motor actions produced
by the demonstrator robot every 50ms are used to set
the sensory state and the teaching input of the learning
robot. Conversely, in the online demonstration mode,
the learning robot is situated in the environment and
can operate based on its own motor neurons. To gener-
ate the teaching input, the demonstrator robot is virtu-
ally placed in the same location (i.e., position and
orientation) of the learning robot at each time step.
The output actions produced by the demonstrator
robot in this situation are used to set the teaching input
of the learning robot.

In both cases, a learning rate of 0.2 was used and
the learning process was continued for 1.8753 107 time
steps of 50 ms. This number was chosen in order to
keep the overall period of evaluation constant with
respect to the previous algorithm.

2.3 Integrated learning by experience and by
demonstration

Here we propose a new algorithm that enables the reali-
zation of an integrated learning by E&D. The algorithm
is so designed that the two learning modes can operate
simultaneously by driving the learning process toward
solutions that are functionally effective and similar to
the demonstrated behaviour. The combination of the
effects of the two learning modes is not realized at the
level of the actions, as in the case of Rosenstein and
Barto (2004), but rather at the level of the variations of
the free parameters. In other words, the algorithm oper-
ates by combining variations that are expected to pro-
duce progress in objective performance with variations
that are likely to increase the similarity with the demon-
strated behaviour. As a whole, this implies that the
algorithm tries to steer the learning by experience pro-
cess toward solutions that resemble the demonstrated
behaviour.

To obtain such an integrated algorithm, we designed
an extended version of the xNES algorithm, described
in section 2.1, which operates by iteratively estimating
and exploiting both the local performance and the
demonstration landscape. This has been made by train-
ing the current candidate solution for a limited time
(i.e., 25 trials as in the case of the learning by experience
algorithm) based on the demonstrated behaviour. More
precisely, the integrated algorithm works as described
in Algorithm 2:

Readers might replicate these experiments and the
experiments described in section 4 by downloading and

installing FARSA from https://sourceforge.net/
projects/farsa/ and using the experimental plugins
named KheperaExplorationExperiment and RobotBall
ApproachExperiment, respectively.

3. Results for the exploration experiment

In this section, we report the results obtained in three
series of experiments performed by using the three algo-
rithms described above. For each experiment, we ran 10
replications starting with different randomly generated
candidate solutions.

The performance displayed by the best robots at the
end of the training process (Figure 2) shows that the
robots trained with the integrated learning by E&D
algorithm outperform both the robots trained the learn-
ing by demonstration (D) algorithm (Mann–Whitney
test, df=10, p\.01) and the robots trained with the
learning by experience (E) algorithm (Mann–Whitney
test, df=10, p\.01).

By analysing the behaviour displayed by the robots
trained through the three learning algorithms (Figure 4)
and the percentage of times these robots avoid obstacles
by turning toward they preferred direction (Table 1),
we can see that, as expected, the robot trained in the D
and E&D conditions display a behaviour similar to the
demonstration. The robots trained in the E condition,
instead, exhibit a behaviour that differs qualitatively
from the demonstration. In particular, they avoid the
obstacles by turning always, or almost always, in the
same direction. This qualitative difference plays a func-
tional role with respect to the exploration task: indeed,
avoiding obstacles by mostly turning in the same direc-
tion increases the probability to end up in previously
explored locations of the environment compared with
avoiding obstacles by turning in both directions.

The fact that the robots trained in the E experimen-
tal condition initially develop the ability to avoid obsta-
cles by always turning in the same direction is not
surprising. This simple strategy enables the robots to
improve their performance with regard to the initial
phase in which they are still unable to avoid obstacles.
Yet, the acquisition of this strategy and its further
refinement then blocks the learning process into a local
minimum, i.e., a situation in which it is not possible to
change the obstacle avoidance strategy without impact-
ing negatively on performance.

The integrated learning by E&D algorithm over-
comes this local minima problem thanks to its ability
to drive the learning process toward solutions that are
similar to the demonstration, i.e., toward solutions that
avoid obstacles by turning either left, or right, depend-
ing on the relative position of the obstacle.

The behaviour of the robot trained in the E&D con-
dition is similar to the demonstrated behaviour con-
cerning the direction, but not with regard to the
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trajectory followed to avoid obstacles (Figure 4). This
trajectory depends on the relative reduction of the
speed of the left or right wheel when the right or left
infrared sensors are activated. In the case of the
demonstrator robot, this relative reduction is propor-
tional to the activation of the two left or of the two
right infrared sensors. However, as you might remem-
ber, this relation is not optimized. It has been chosen
simply because we, as the demonstrator designer, were
unable to identify the best relation. The robots trained
in the E&D experimental condition perform better than
the demonstration in this respect (i.e., avoid the obsta-
cles with a trajectory that maximize the exploration
ability). Consequently, not only do they outperform
the robots trained in the E condition, but they also

have a more effective behaviour than the robots trained
in the D condition (Figure 2).

Overall, this implies that the E&D algorithm leads
the learning robots toward solutions that incorporate
the functionally effective characteristics of the demon-
strated behaviour, while deviate from the characteristics
of the demonstrated behaviour that are not functional.

4. Spatial positioning with heading
experiment

In this section we report the results of a series of
experiments carried out in a more complex scenario in
which a robot should reach a 2D planar target position
with a given target orientation (i.e., a position and

Algorithm 2: the integrated learning by experience and demonstration algorithm.

initialize:
the candidate solution (ind) by selecting the best over 100 parameters’ sets generated by using Equation 1
the number of offspring (l), see Equation 2
the covariance matrix (covMat) with zeroed values
the learning rate used to vary the individual (hind). We use hind=1.0.
the update rate of the covariance matrix (hcovM), see Equation 3

repeat
for k=1. l do

generate random variation vectors with a Gaussian distribution
sk ~p :juð Þ

generate a special sample\Sd. by training the candidate solution ind for 25 trials
for 25 trials do

w=w+ backprop indð Þ
end
Sdh i= ind +w

where the update of the free parameters (w) is computed by means of the back-propagation algorithm. In
particular, the batch mode described in section 2.2 has been used

generate samples by adding the product of the variation vectors by the exponential of the covariance matrix
to the candidate solution

zk = ind + ecovMat � sk

evaluate the fitness of the samples
fk =F zkð Þ

end
sort zk with respect to their performance fk

ranking = z1, :::, zl,F z1ð Þ � ::: � F zlð Þ
calculate the utility of the samples uk, \Sd. is always ranked as second (the aim is at taking into consider-
ation both the performance and the demonstration feedback)
uk see Equation 4
sum-up variations weighted by utilities
rind =

P
uk � sk

calculate the estimated local gradient
rcovM =

P
uk � sk � sT

k � I
� �

, where I is the identity matrix, and T superscript represents the matrix transpo-
sition operation

move the candidate solution depending on the local gradient with the given learning rate
ind = ind +hind � ecovMat � rind

update the covariance matrix based on the estimated local gradient with the given update rate
covMat = covMat +hcovM � rcovM

for 500 iterations
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Figure 2. Boxplots of performance obtained, in the learning by experience (E), learning by demonstration (D) and integrated
learning by experience and demonstration (E&D) experimental conditions. Each boxplot displays the performance obtained by post-
evaluating the best 10 robots of each replication for 500 trials in environments including five obstacles. Boxes represent the inter-
quartile range of the data, while the horizontal lines inside the boxes mark the median values. The whiskers extend to the most
extreme data points within 1.5 times the inter-quartile range from the box. For the D condition, we only report the result obtained
in the offline mode that yielded better results than the online mode.

Figure 3. Trajectories displayed by the best robots of the three experimental conditions and by the demonstrator robot during a
typical trial. To ensure that the trials shown are representative, they have been selected among the trials that produced a
performance similar to the average performance obtained in each condition. The blue circle indicates the position of the robot at
the end of the trial. The red circles indicate the position of the obstacles.
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orientation from which the red cylinder could be
pushed toward the blue cylinder by simply moving for-
ward; Figure 4).

More specifically, the experiment concerns a simu-
lated marXbot robot (Bonani et al., 2010) placed in an
arena containing a red and a blue cylindrical object.
We used a different robotic platform in this second set
of experiments since the marXbot is provided with an
omni-directional colour camera that enables it to detect
the relative position of the two cylinders.

The robot is equipped with 24 infrared sensors
evenly spaced around the robot body, an omni-
directional camera, and two motors controlling the
desired speed of the two wheels. The camera image is
pre-processed by calculating the fraction of red and
blue pixels present in each of the 12 30o-sectors of a cir-
cular stripe portion of the image.

The robot’s controller consists of a three-layer feed-
forward neural network with 32 sensory neurons, six

internal neurons and two motor neurons. In particular,
eight sensory neurons encode the average activation
state of eight groups of three adjacent infrared sensors
and 24 sensory neurons encode the percentage of red
and blue pixels detected in the 12 sectors of the per-
ceived image. The two motor neurons encode the
desired speed of the two wheels. The activation of the
sensors is normalized in the range [0.0, 1.0]. The activa-
tion of internal and motor neurons is computed on the
basis of the logistic function. The activation of the
motor neurons, i.e., the desired speed of the two wheels,
is normalized in the range [227, 27] cm/s. Internal and
motor neurons are provided with biases.

The environment consists of a flat arena of 5.03 5.0
m containing a red and a blue cylinder with a diameter
of 12 and 17 cm respectively, randomly placed within
33 3 rectangular portion of the arena shown in
Figure 4, right. In particular, the robot is initially
placed within one of three possible rectangular portions

Figure 4. Spatial positioning with heading experiment. Left: The robot and the environment. The black arrow indicates the relative
position and orientation that the robot should reach (i.e., the robot should reach the target with a relative position and orientation
that could enable it to push the red object toward the blue object). Right: Exemplification of how the position of both the robot and
the red cylinder varies among trials. The top circle indicates the blue cylinder. The intermediate and bottom rectangles indicate the
areas in which the red cylinder and the robot are placed, respectively. The exact position of the red cylinder and of the robot is
randomly chosen inside the selected rectangular area.

Table 1. Performance and percentage of times the best robots turn in their preferred direction in the three experimental
conditions.

Best robot Performance Turns in the preferred direction (%)
Best 10 robots Performance Turns in the preferred direction (%)

E 60.65 100.0
D 51.36 2.4
E&D 61.90 0.8
E 55.09 90.94
D 44.25 11.72
E&D 61.28 0.88

Some trained robots turn preferentially left, others preferentially right. Others turn both left and right, depending on the circumstances. These latter

robots do not have a preferred direction, they turn left and right with similar probabilities. Top part: data for the best robot of all replications.

Bottom part: average results of the 10 best robots of each replication.
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(Figure 4 right, circles in the bottom rectangular areas).
Similarly, the red cylinder occupies one of three possi-
ble rectangular portions (Figure 4 right, circles in the
central rectangular areas). The initial location of the
blue cylinder has been kept fixed over all the simula-
tions (Figure 4 right, top circle). As in the case of the
previous experiment, the robot and the environment
are simulated by using FARSA (Massera et al., 2013).

The performance of the robot is calculated by taking
into account the offset between the target position and
orientation of the robot and the actual position and
orientation of the robot when it first touches the cylin-
der, or at the end of the trial. The target spatial para-
meters are defined as follows:

� the target position is located on the straight line
passing over the centres of the bases of red and blue
objects, outside the segment connecting these two
points on the side of the red object, at a distance
equal to the sum of the robot and red cylinder
radius;

� the target orientation is given by the relative angle
between the red and the blue cylinder.

More precisely, the fitness is calculated by averaging
the product of the inverse of the position offset and the
inverse of the angular offset, normalized in the range
[0.0, 1.0], over trials:

Fitness=

P
t=1...nt

1� DPtð Þ � 1� DOtð Þ½ �

nt

where DPt is the position offset normalized in the range
[0.0, 1.0], DOt is the angular offset normalized in the
range [0.0, 1.0], t is the trial index, and nt is the number
of trials.

To select robots able to carry out the task in varying
environmental conditions, we evaluated each robot for
nine trials each lasting up to 50 s (trials end either when
the robot touches the red cylinder, or after 50 s). In the
case of the integrated learning by E&D algorithm, the
back-propagation training has been also carried out for
nine trials during each iteration. At the beginning of
each trial the red cylinder and the robot are in random
locations selected within one of the 33 3 rectangular
areas shown in (Figure 4, right), that are respectively at
a distance of approximately 0.75 and 1.5 m from the
blue cylinder.

As for the previous experiment, a demonstrator
robot that operates on the basis of a hand-designed
controller is used to generate demonstration data. The
controller works by calculating, at each time step, a
destination point situated along the straight line (l) con-
necting red and blue cylinders. The distance between
the destination point and the red cylinder is directly

proportional to the offset between the current robot
position and l:

distance=K � dl

where K is a constant set to 2.5 and dl is the distance in
metres between the robot and l line. This is because the
time required for the robot to reach the target location
depends on the initial angular offset between the robot
orientation and the target orientation.

In particular, the coordinates of the destination
point over planar surface are calculated according to
the following equation:

destination= distance � cos að Þ, distance � sin að Þð Þ

where a represents the relative angle between the red
and the blue cylinder.

The action to be performed by the demonstration
robot at each time step is selected in order to reduce
both the distance between the robot and the destination
point, and the offset between the current and the target
orientation of the robot. In more detail, the desired
speed of the robots’ wheels is set on the basis of the fol-
lowing equations:

speedLeftWheel

=

vmax

2
if � 180<u<0

vmin

2
� u

180

� �
+

vmax

2
� 1� u

180

� �� �
if 0\u<180

8>><
>>:

9>>=
>>;

speedRightWheel

=

vmax

2
� u

180

� �
� vmin

2
� 1+

u

180

� �� �
if � 180<u\0

vmax

2
if 0<u<180

8>><
>>:

9>>=
>>;

where u is the turning angle normalized in the range
[2180�,180�]. u is positive or negative depending on
whether the destination point is located on the right or
on the left of the robot’s front.

This strategy enables the demonstrator robot to
solve the task with a relative good performance.
However, as for the previous experiment, the demon-
stration strategy is non-optimal. Indeed, in certain cases
the robot might reach the destination point with a par-
tially wrong orientation. Furthermore, in other cases it
might spend an unnecessary amount of energy and time
to reach the target position and orientation. Besides, we
should consider that the learning robot might be unable
to produce behaviours that match perfectly, or almost
perfectly, the demonstrations as a consequence of lim-
ited precision of the robot sensory system. The control
system of the demonstrator robot is not affected by this
limitation since it operates on the basis of precise
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distance and angular measures extracted from the
robot/environmental simulation.

The 212 connection weights and biases of the neural
network are initially set randomly and then learned by
means of the algorithms described above.

5. Results for the spatial positioning with
heading experiment

Here we report the results obtained in three series of
experiments in which the robots have been trained by
using the algorithms described in sections 3.1–3.3. Each
experiment was replicated 10 times.

By analysing the performance displayed at the end
of the training process we can see how, as for the explo-
ration experiment, the robots trained in the integrated
learning by E&D condition outperform the robots
trained in the E and D conditions (Mann–Whitney test,
df=10, p\.01). The difference between E and D condi-
tions is also statistically significant (Mann–Whitney
test, df=10, p\.01). To verify robots’ generalization
capabilities, we post-evaluated the best robots for 180
trials during which the distance between the robot and
the blue cylinder was systematically varied in the range
[62.5, 300] cm (Figure 5). Also in this case the robots
trained in the integrated learning by E&D condition
outperform the robots trained in the E and D

conditions (Mann–Whitney test, df=10, p\.01). The
robots trained in the E condition outperform the robot
trained in the D condition (Mann–Whitney test,
df=10, p\.05). The best E&D robots outperform the
hand-designed demonstrator robot as well (Mann–
Whitney test, df=10, p\.01). The fact that the differ-
ence in performance between the E&D condition and
the D and E conditions is more marked in the case of
this second and more complex experiment might indi-
cate that the E&D algorithm scale better with respect
to the complexity of the task.

To analyse the similarity between the behaviour dis-
played by trained robots and by the hand-designed
demonstrator robot, we calculated the summed square
error between the actions suggested by the demonstra-
tor and the actions actually produced by the best robots
trained in the three experimental conditions (Figure 6).
As expected, the difference between the behaviour of
the robots and the demonstration is larger in the E con-
dition than in the D and E&D conditions. Surprisingly,
the differences with respect to the demonstration beha-
viour are greater in the D condition, in which the robots
are trained for the ability to reproduce the demon-
strated behaviour only, than in the E&D condition, in
which the robots are also trained for the ability to maxi-
mize performance. This could be explained by the fact
that the local minima affecting the outcome of the

Figure 5. The boxplots display the performance carried out by the robots at the end of the training process in the learning by
experience (E), learning by demonstration (D) and integrated learning by experience and demonstration (E&D). Boxes represent the
inter-quartile range of the data, while the horizontal lines inside the boxes mark the median values. The whiskers extend to the most
extreme data points within 1.5 times the inter-quartile range from the box. Data obtained by post-evaluating the best 10 robots of
the 10 replications of each experimental condition for 180 trials. For the D condition, we only report the result obtained in the
online mode that yielded better results with respect to the offline mode.
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demonstration learning, that operates by minimizing
the offset between the demonstrated and the repro-
duced actions, play a minor role when the learning pro-
cess is driven primarily by the attempt to maximize the
long term effect of actions (i.e., the ability to reach the
target with the appropriate position and orientation).

Figure 7 shows the typical trajectories displayed by
the three best robots obtained in the three correspond-
ing experimental conditions.

Not surprisingly, the best D robot displays a beha-
viour that is qualitatively similar to the demonstration:
the robot always approaches the red cylinder from the
appropriate direction by producing a single curvilinear
trajectory (Figure 7, left). Yet, the curvature of the tra-
jectory of the D robot often differs significantly with
respect to the curvature produced by the demonstrator
robot, despite the learning error at the end of the train-
ing is very low (0.0042). This difference can be
explained by considering that, as we mentioned above,
small differences between the produced and the demon-
strated behaviour tend to cumulate by producing sig-
nificant differences over time. The other robots
obtained in the remaining nine replications of the
experiment display qualitatively similar behaviours
(results not shown). The fact that the performance of
the D robots are relatively low (Figure 5) can thus be
explained by considering that the significant differ-
ences, that originate from the cumulative effect of small
differences over time, have an effect on both the

similarity with respect to the demonstrated behaviour
and the performance. In some replications, the func-
tional effect of the difference is small, while in other
cases it is large (Figure 5). The analysis of the relation
between learning error and performance demonstrates
that these two measures are lowly correlated. In other
words, the robots with the highest performance are not
necessarily those with the lower residual learning by
demonstration error. This can be explained by consid-
ering that, in learning by demonstration, performance
does not play any role. The minimization of the error
with respect to the demonstration, therefore, does not
guarantee a maximization of performance.

The behaviour produced by the best E robot is bet-
ter than the one produced by the best D robot and dif-
fers widely from the demonstration (Figures 6 and 7).
Indeed, it produces a series of curvilinear trajectories
followed by sudden changes of directions until the
robot manages to reach a relative position and orienta-
tion from which it is able to move consistently toward
the red cylinder. Since the number of back-and-forth
movements is highly variable and dependent on the
circumstances, in some cases the robot is unable to
reach the target destination in time. The robots of the
other replications of the experiment show qualitatively
similar behaviours (results not shown).

The best E&D robots approach the target by
producing single curvilinear trajectories that are quali-
tatively similar to that displayed by the demonstrator

Figure 6. Average difference between the actions produced by the best robot trained in the three experimental conditions—
experience (E), learning by demonstration (D) and integrated learning by experience and demonstration (E&D)—and the actions
that would be produced by the demonstrator robot in the same robot/environmental conditions. Data are calculated by averaging
the summed square difference between the actual and desired speeds of the two wheels, normalized in the range [0.0, 1.0], during
180 trials.
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robot (Figures 6 and 7). Furthermore, their behaviours
are even more similar to the demonstration than those
shown by the D robots (Figure 6). Nonetheless, they
manage to control the curvature of the trajectory in a
way that enables them to achieve high performance
and even outperform the demonstrator robot (the aver-
age performance of the demonstrator robot calculated
over 500 trials is 0.79). Apparently, this is achieved by
producing longer trajectories, with respect to the
demonstrator, that allow the robot to reach the target
destination with an orientation that matches better the
target orientation. Overall, this implies that, also in this
case, the E&D robots manage to find solutions that are
qualitatively similar to the demonstrated behaviour,
but deviate from the demonstration with respect to the
aspects that are functionally sub-optimal.

6. Discussion and conclusion

Standard learning methods rely on a single type of
learning feedback and simply discard all other relevant
information. For example, reinforcement learning
methods are based on reward signals that indicate how
well the agent is performing, but neglect other relevant
cues such as: (1) perceived states that provide indica-
tions on why the current exhibited behaviour had only
partial success (e.g., the kicked ball went too far or too

left with respect to the target), (2) advice provided by
other agents (e.g., ‘more slowly’), and (3) demonstra-
tions of effective behaviours. Since the quality of the
training feedback strongly affects the outcome of the
learning process, the development of new learning
methods capable of exploiting richer training feedbacks
can potentially lead to significantly more powerful
training techniques.

Although this research direction has started to be
explored in the last few years, how different training
feedbacks can be integrated in an effective manner still
largely represents an open question.

As we stated in the introduction, in order to appreci-
ate the complexity of the problem, we should consider
that different learning modes (e.g., learning by experi-
ence and learning by demonstration) often drive the
learning agents toward different outcomes and that
their effect is not necessarily additive. This entails that
identifying an effective way to combine heterogeneous
learning modes is far from trivial.

In this paper we proposed a new method that enables
to combine learning by demonstration and learning by
experience feedbacks. The algorithm is shaped in a way
ensuring that the learning process is constantly driven
by both an objective performance measure, which esti-
mates the overall ability of the robot to perform the
task, and a learning by demonstration feedback used to

Figure 7. Trajectories displayed by the best robots obtained in the learning by experience (top-right), learning by demonstration
(bottom-left) and learning by experience and demonstration condition (bottom-right) in a trial in which they start from the same
initial position and orientation and in which the red cylinder is placed in the same position. The top-left picture shows the trajectory
produced by the demonstrator robot. The red and blue circles represent the position of red and blue cylinder.
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steer the learning process toward solutions similar to
the demonstration.

The analysis of the results obtained by testing this
method on two qualitatively different problems indi-
cates that our new integrated algorithm is indeed able
to synthesize solutions that are (1) functionally better
than those obtainable by using a single mode only, and
(2) qualitatively similar to the demonstrated behaviour.
Besides, the integrated learning algorithm succeeds in
synthesizing solutions that incorporate the aspects of
the demonstration that are functionally useful, whereas
deviate with respect to other non-functional aspects.

In future works we plan to investigate the efficacy of
the proposed method in task involving significant larger
search space (i.e., a greater number of parameters to be
set) that are particularly hard to tackle through learning
by experience only.
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versità degli Studi di Roma ‘La Sapienza’, Italy.

Wierstra, D., Schaul, T., Peters, J., & Schmidhuber, J. (2008).
Natural evolution strategies. In Proceedings of the

Congress on Evolutionary Computation (CEC08). Hong
Kong: IEEE Press.

About the Authors

Paolo Pagliuca received an MSc in engineering from the University of Roma Tre, Italy and is a
PhD student at the CNR node of the University of Plymouth in Roma. His main research inter-
ests are within the domain of evolutionary robotics, adaptive behaviour and combination of
learning and evolution in autonomous robots.

Stefano Nolfi (http://laral.istc.cnr.it/nolfi/) is a research director of the Institute of Cognitive
Sciences and Technologies of the Italian National Research Council and head of the Laboratory
of Autonomous Robots and Artificial Life (http://laral.istc.cnr.it/). Stefano conducted pioneering
research in artificial life and is one of the founders of Evolutionary Robotics. His main research
interest is in study of how embodied and situated agents can develop behavioural and cognitive
skills autonomously by adapting to their task/environment. Stefano authored and co-authored
more than 150 peer-review scientific publications.

Pagliuca and Nolfi 15

 at Consiglio Nazionale Ricerche on October 5, 2015adb.sagepub.comDownloaded from 

http://adb.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Coated FOGRA27 \050ISO 12647-2:2004\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-Italic
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeCorpID-Acrobat
    /AdobeCorpID-Adobe
    /AdobeCorpID-Bullet
    /AdobeCorpID-MinionBd
    /AdobeCorpID-MinionBdIt
    /AdobeCorpID-MinionRg
    /AdobeCorpID-MinionRgIt
    /AdobeCorpID-MinionSb
    /AdobeCorpID-MinionSbIt
    /AdobeCorpID-MyriadBd
    /AdobeCorpID-MyriadBdIt
    /AdobeCorpID-MyriadBdScn
    /AdobeCorpID-MyriadBdScnIt
    /AdobeCorpID-MyriadBl
    /AdobeCorpID-MyriadBlIt
    /AdobeCorpID-MyriadLt
    /AdobeCorpID-MyriadLtIt
    /AdobeCorpID-MyriadPkg
    /AdobeCorpID-MyriadRg
    /AdobeCorpID-MyriadRgIt
    /AdobeCorpID-MyriadRgScn
    /AdobeCorpID-MyriadRgScnIt
    /AdobeCorpID-MyriadSb
    /AdobeCorpID-MyriadSbIt
    /AdobeCorpID-MyriadSbScn
    /AdobeCorpID-MyriadSbScnIt
    /AdobeCorpID-PScript
    /AGaramond-BoldScaps
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-RomanScaps
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGar-Special
    /AkzidenzGroteskBE-Bold
    /AkzidenzGroteskBE-BoldEx
    /AkzidenzGroteskBE-BoldExIt
    /AkzidenzGroteskBE-BoldIt
    /AkzidenzGroteskBE-Ex
    /AkzidenzGroteskBE-It
    /AkzidenzGroteskBE-Light
    /AkzidenzGroteskBE-LightEx
    /AkzidenzGroteskBE-LightOsF
    /AkzidenzGroteskBE-Md
    /AkzidenzGroteskBE-MdEx
    /AkzidenzGroteskBE-MdIt
    /AkzidenzGroteskBE-Regular
    /AkzidenzGroteskBE-Super
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Aldine401BT-BoldA
    /Aldine401BT-BoldItalicA
    /Aldine401BT-ItalicA
    /Aldine401BT-RomanA
    /Aldine401BTSPL-RomanA
    /Aldine721BT-Bold
    /Aldine721BT-BoldItalic
    /Aldine721BT-Italic
    /Aldine721BT-Light
    /Aldine721BT-LightItalic
    /Aldine721BT-Roman
    /Aldus-Italic
    /Aldus-ItalicOsF
    /Aldus-Roman
    /Aldus-RomanSC
    /AlternateGothicNo2BT-Regular
    /AmazoneBT-Regular
    /AmericanTypewriter-Bold
    /AmericanTypewriter-BoldA
    /AmericanTypewriter-BoldCond
    /AmericanTypewriter-BoldCondA
    /AmericanTypewriter-Cond
    /AmericanTypewriter-CondA
    /AmericanTypewriter-Light
    /AmericanTypewriter-LightA
    /AmericanTypewriter-LightCond
    /AmericanTypewriter-LightCondA
    /AmericanTypewriter-Medium
    /AmericanTypewriter-MediumA
    /Anna
    /AntiqueOlive-Bold
    /AntiqueOlive-Compact
    /AntiqueOlive-Italic
    /AntiqueOlive-Roman
    /Arcadia
    /Arcadia-A
    /Arkona-Medium
    /Arkona-Regular
    /ArrusBT-Black
    /ArrusBT-BlackItalic
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AssemblyLightSSK
    /AuroraBT-BoldCondensed
    /AuroraBT-RomanCondensed
    /AuroraOpti-Condensed
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /Avenir-Black
    /Avenir-BlackOblique
    /Avenir-Book
    /Avenir-BookOblique
    /Avenir-Heavy
    /Avenir-HeavyOblique
    /Avenir-Light
    /Avenir-LightOblique
    /Avenir-Medium
    /Avenir-MediumOblique
    /Avenir-Oblique
    /Avenir-Roman
    /BaileySansITC-Bold
    /BaileySansITC-BoldItalic
    /BaileySansITC-Book
    /BaileySansITC-BookItalic
    /BakerSignetBT-Roman
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /BaskervilleBook-Italic
    /BaskervilleBook-MedItalic
    /BaskervilleBook-Medium
    /BaskervilleBook-Regular
    /BaskervilleBT-Bold
    /BaskervilleBT-BoldItalic
    /BaskervilleBT-Italic
    /BaskervilleBT-Roman
    /BaskervilleMT
    /BaskervilleMT-Bold
    /BaskervilleMT-BoldItalic
    /BaskervilleMT-Italic
    /BaskervilleMT-SemiBold
    /BaskervilleMT-SemiBoldItalic
    /BaskervilleNo2BT-Bold
    /BaskervilleNo2BT-BoldItalic
    /BaskervilleNo2BT-Italic
    /BaskervilleNo2BT-Roman
    /Baskerville-Normal-Italic
    /BauerBodoni-Black
    /BauerBodoni-BlackCond
    /BauerBodoni-BlackItalic
    /BauerBodoni-Bold
    /BauerBodoni-BoldCond
    /BauerBodoni-BoldItalic
    /BauerBodoni-BoldItalicOsF
    /BauerBodoni-BoldOsF
    /BauerBodoni-Italic
    /BauerBodoni-ItalicOsF
    /BauerBodoni-Roman
    /BauerBodoni-RomanSC
    /Bauhaus-Bold
    /Bauhaus-Demi
    /Bauhaus-Heavy
    /BauhausITCbyBT-Bold
    /BauhausITCbyBT-Heavy
    /BauhausITCbyBT-Light
    /BauhausITCbyBT-Medium
    /Bauhaus-Light
    /Bauhaus-Medium
    /BellCentennial-Address
    /BellGothic-Black
    /BellGothic-Bold
    /Bell-GothicBoldItalicBT
    /BellGothicBT-Bold
    /BellGothicBT-Roman
    /BellGothic-Light
    /Bembo
    /Bembo-Bold
    /Bembo-BoldExpert
    /Bembo-BoldItalic
    /Bembo-BoldItalicExpert
    /Bembo-Expert
    /Bembo-ExtraBoldItalic
    /Bembo-Italic
    /Bembo-ItalicExpert
    /Bembo-Semibold
    /Bembo-SemiboldItalic
    /Benguiat-Bold
    /Benguiat-BoldItalic
    /Benguiat-Book
    /Benguiat-BookItalic
    /BenguiatGothicITCbyBT-Bold
    /BenguiatGothicITCbyBT-BoldItal
    /BenguiatGothicITCbyBT-Book
    /BenguiatGothicITCbyBT-BookItal
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /Benguiat-Medium
    /Benguiat-MediumItalic
    /Berkeley-Black
    /Berkeley-BlackItalic
    /Berkeley-Bold
    /Berkeley-BoldItalic
    /Berkeley-Book
    /Berkeley-BookItalic
    /Berkeley-Italic
    /Berkeley-Medium
    /Berling-Bold
    /Berling-BoldItalic
    /Berling-Italic
    /Berling-Roman
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BernhardTangoBT-Regular
    /BlockBE-Condensed
    /BlockBE-ExtraCn
    /BlockBE-ExtraCnIt
    /BlockBE-Heavy
    /BlockBE-Italic
    /BlockBE-Regular
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BremenBT-Black
    /BremenBT-Bold
    /BroadwayBT-Regular
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Caliban
    /CarminaBT-Bold
    /CarminaBT-BoldItalic
    /CarminaBT-Light
    /CarminaBT-LightItalic
    /CarminaBT-Medium
    /CarminaBT-MediumItalic
    /Carta
    /Caslon224ITCbyBT-Bold
    /Caslon224ITCbyBT-BoldItalic
    /Caslon224ITCbyBT-Book
    /Caslon224ITCbyBT-BookItalic
    /Caslon540BT-Italic
    /Caslon540BT-Roman
    /CaslonBT-Bold
    /CaslonBT-BoldItalic
    /CaslonOpenFace
    /CaslonTwoTwentyFour-Black
    /CaslonTwoTwentyFour-BlackIt
    /CaslonTwoTwentyFour-Bold
    /CaslonTwoTwentyFour-BoldIt
    /CaslonTwoTwentyFour-Book
    /CaslonTwoTwentyFour-BookIt
    /CaslonTwoTwentyFour-Medium
    /CaslonTwoTwentyFour-MediumIt
    /CastleT-Bold
    /CastleT-Book
    /Caxton-Bold
    /Caxton-BoldItalic
    /Caxton-Book
    /Caxton-BookItalic
    /CaxtonBT-Bold
    /CaxtonBT-BoldItalic
    /CaxtonBT-Book
    /CaxtonBT-BookItalic
    /Caxton-Light
    /Caxton-LightItalic
    /CelestiaAntiqua-Ornaments
    /Centennial-BlackItalicOsF
    /Centennial-BlackOsF
    /Centennial-BoldItalicOsF
    /Centennial-BoldOsF
    /Centennial-ItalicOsF
    /Centennial-LightItalicOsF
    /Centennial-LightSC
    /Centennial-RomanSC
    /Century-Bold
    /Century-BoldItalic
    /Century-Book
    /Century-BookItalic
    /CenturyExpandedBT-Bold
    /CenturyExpandedBT-BoldItalic
    /CenturyExpandedBT-Italic
    /CenturyExpandedBT-Roman
    /Century-HandtooledBold
    /Century-HandtooledBoldItalic
    /Century-Light
    /Century-LightItalic
    /CenturyOldStyle-Bold
    /CenturyOldStyle-Italic
    /CenturyOldStyle-Regular
    /CenturySchoolbookBT-Bold
    /CenturySchoolbookBT-BoldCond
    /CenturySchoolbookBT-BoldItalic
    /CenturySchoolbookBT-Italic
    /CenturySchoolbookBT-Roman
    /Century-Ultra
    /Century-UltraItalic
    /CharterBT-Black
    /CharterBT-BlackItalic
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamBT-Bold
    /CheltenhamBT-BoldCondItalic
    /CheltenhamBT-BoldExtraCondensed
    /CheltenhamBT-BoldHeadline
    /CheltenhamBT-BoldItalic
    /CheltenhamBT-BoldItalicHeadline
    /CheltenhamBT-Italic
    /CheltenhamBT-Roman
    /Cheltenham-HandtooledBdIt
    /Cheltenham-HandtooledBold
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Christiana-Bold
    /Christiana-BoldItalic
    /Christiana-Italic
    /Christiana-Medium
    /Christiana-MediumItalic
    /Christiana-Regular
    /Christiana-RegularExpert
    /Christiana-RegularSC
    /Clarendon
    /Clarendon-Bold
    /Clarendon-Light
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /CMR10
    /CMR8
    /CMSY10
    /CMSY8
    /CMTI10
    /CommonBullets
    /ConduitITC-Bold
    /ConduitITC-BoldItalic
    /ConduitITC-Light
    /ConduitITC-LightItalic
    /ConduitITC-Medium
    /ConduitITC-MediumItalic
    /CooperBlack
    /CooperBlack-Italic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Light
    /CooperBT-LightItalic
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-BoldCond
    /CopperplateGothicBT-Heavy
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /Copperplate-ThirtyThreeBC
    /Copperplate-ThirtyTwoBC
    /Coronet-Regular
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Critter
    /CS-Special-font
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Della-RobbiaItalicBT
    /Della-RobbiaSCaps
    /Del-NormalSmallCaps
    /Delphin-IA
    /Delphin-IIA
    /Delta-Bold
    /Delta-BoldItalic
    /Delta-Book
    /Delta-BookItalic
    /Delta-Light
    /Delta-LightItalic
    /Delta-Medium
    /Delta-MediumItalic
    /Delta-Outline
    /DextorD
    /DextorOutD
    /DidotLH-OrnamentsOne
    /DidotLH-OrnamentsTwo
    /DINEngschrift
    /DINEngschrift-Alternate
    /DINMittelschrift
    /DINMittelschrift-Alternate
    /DINNeuzeitGrotesk-BoldCond
    /DINNeuzeitGrotesk-Light
    /Dom-CasItalic
    /DomCasual
    /DomCasual-Bold
    /Dom-CasualBT
    /Ehrhard-Italic
    /Ehrhard-Regular
    /EhrhardSemi-Italic
    /EhrhardtMT
    /EhrhardtMT-Italic
    /EhrhardtMT-SemiBold
    /EhrhardtMT-SemiBoldItalic
    /EhrharSemi
    /ELANGO-IB-A03
    /ELANGO-IB-A75
    /ELANGO-IB-A99
    /ElectraLH-Bold
    /ElectraLH-BoldCursive
    /ElectraLH-Cursive
    /ElectraLH-Regular
    /ElGreco
    /EnglischeSchT-Bold
    /EnglischeSchT-Regu
    /ErasContour
    /ErasITCbyBT-Bold
    /ErasITCbyBT-Book
    /ErasITCbyBT-Demi
    /ErasITCbyBT-Light
    /ErasITCbyBT-Medium
    /ErasITCbyBT-Ultra
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EUEX10
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuropeanPi-Four
    /EuropeanPi-One
    /EuropeanPi-Three
    /EuropeanPi-Two
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /Eurostile
    /Eurostile-Bold
    /Eurostile-BoldCondensed
    /Eurostile-BoldExtendedTwo
    /Eurostile-BoldOblique
    /Eurostile-Condensed
    /Eurostile-Demi
    /Eurostile-DemiOblique
    /Eurostile-ExtendedTwo
    /EurostileLTStd-Demi
    /EurostileLTStd-DemiOblique
    /Eurostile-Oblique
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /ExPonto-Regular
    /FairfieldLH-Bold
    /FairfieldLH-BoldItalic
    /FairfieldLH-BoldSC
    /FairfieldLH-CaptionBold
    /FairfieldLH-CaptionHeavy
    /FairfieldLH-CaptionLight
    /FairfieldLH-CaptionMedium
    /FairfieldLH-Heavy
    /FairfieldLH-HeavyItalic
    /FairfieldLH-HeavySC
    /FairfieldLH-Light
    /FairfieldLH-LightItalic
    /FairfieldLH-LightSC
    /FairfieldLH-Medium
    /FairfieldLH-MediumItalic
    /FairfieldLH-MediumSC
    /FairfieldLH-SwBoldItalicOsF
    /FairfieldLH-SwHeavyItalicOsF
    /FairfieldLH-SwLightItalicOsF
    /FairfieldLH-SwMediumItalicOsF
    /Fences
    /Fenice-Bold
    /Fenice-BoldOblique
    /FeniceITCbyBT-Bold
    /FeniceITCbyBT-BoldItalic
    /FeniceITCbyBT-Regular
    /FeniceITCbyBT-RegularItalic
    /Fenice-Light
    /Fenice-LightOblique
    /Fenice-Regular
    /Fenice-RegularOblique
    /Fenice-Ultra
    /Fenice-UltraOblique
    /FlashD-Ligh
    /Flood
    /Folio-Bold
    /Folio-BoldCondensed
    /Folio-ExtraBold
    /Folio-Light
    /Folio-Medium
    /FontanaNDAaOsF
    /FontanaNDAaOsF-Italic
    /FontanaNDCcOsF-Semibold
    /FontanaNDCcOsF-SemiboldIta
    /FontanaNDEeOsF
    /FontanaNDEeOsF-Bold
    /FontanaNDEeOsF-BoldItalic
    /FontanaNDEeOsF-Light
    /FontanaNDEeOsF-Semibold
    /FormalScript421BT-Regular
    /Formata-Bold
    /Formata-MediumCondensed
    /ForteMT
    /FournierMT-Ornaments
    /FrakturBT-Regular
    /FrankfurterHigD
    /FranklinGothic-Book
    /FranklinGothic-BookItal
    /FranklinGothic-BookOblique
    /FranklinGothic-Condensed
    /FranklinGothic-Demi
    /FranklinGothic-DemiItal
    /FranklinGothic-DemiOblique
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItal
    /FranklinGothic-HeavyOblique
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothicITCbyBT-Heavy
    /FranklinGothicITCbyBT-HeavyItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumItal
    /FranklinGothic-Roman
    /Freeform721BT-Bold
    /Freeform721BT-BoldItalic
    /Freeform721BT-Italic
    /Freeform721BT-Roman
    /FreestyleScrD
    /Freestylescript
    /FreestyleScript
    /FrizQuadrataITCbyBT-Bold
    /FrizQuadrataITCbyBT-Roman
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura
    /FuturaBlackBT-Regular
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldCondensedItalic
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Heavy
    /FuturaBT-HeavyItalic
    /FuturaBT-Light
    /FuturaBT-LightCondensed
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /Futura-CondensedLight
    /Futura-CondensedLightOblique
    /Futura-ExtraBold
    /Futura-ExtraBoldOblique
    /Futura-Heavy
    /Futura-HeavyOblique
    /Futura-Light
    /Futura-LightOblique
    /Futura-Oblique
    /Futura-Thin
    /Galliard-Black
    /Galliard-BlackItalic
    /Galliard-Bold
    /Galliard-BoldItalic
    /Galliard-Italic
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Galliard-Roman
    /Galliard-Ultra
    /Galliard-UltraItalic
    /Garamond-Antiqua
    /GaramondBE-Bold
    /GaramondBE-BoldExpert
    /GaramondBE-BoldOsF
    /GaramondBE-CnExpert
    /GaramondBE-Condensed
    /GaramondBE-CondensedSC
    /GaramondBE-Italic
    /GaramondBE-ItalicExpert
    /GaramondBE-ItalicOsF
    /GaramondBE-Medium
    /GaramondBE-MediumCn
    /GaramondBE-MediumCnExpert
    /GaramondBE-MediumCnOsF
    /GaramondBE-MediumExpert
    /GaramondBE-MediumItalic
    /GaramondBE-MediumItalicExpert
    /GaramondBE-MediumItalicOsF
    /GaramondBE-MediumSC
    /GaramondBE-Regular
    /GaramondBE-RegularExpert
    /GaramondBE-RegularSC
    /GaramondBE-SwashItalic
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-Book
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-BookItalic
    /Garamond-Halbfett
    /Garamond-HandtooledBold
    /Garamond-HandtooledBoldItalic
    /GaramondITCbyBT-Bold
    /GaramondITCbyBT-BoldCondensed
    /GaramondITCbyBT-BoldCondItalic
    /GaramondITCbyBT-BoldItalic
    /GaramondITCbyBT-BoldNarrow
    /GaramondITCbyBT-BoldNarrowItal
    /GaramondITCbyBT-Book
    /GaramondITCbyBT-BookCondensed
    /GaramondITCbyBT-BookCondItalic
    /GaramondITCbyBT-BookItalic
    /GaramondITCbyBT-BookNarrow
    /GaramondITCbyBT-BookNarrowItal
    /GaramondITCbyBT-Light
    /GaramondITCbyBT-LightCondensed
    /GaramondITCbyBT-LightCondItalic
    /GaramondITCbyBT-LightItalic
    /GaramondITCbyBT-LightNarrow
    /GaramondITCbyBT-LightNarrowItal
    /GaramondITCbyBT-Ultra
    /GaramondITCbyBT-UltraCondensed
    /GaramondITCbyBT-UltraCondItalic
    /GaramondITCbyBT-UltraItalic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garamond-Light
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Garamond-LightItalic
    /GaramondNo4CyrTCY-Ligh
    /GaramondNo4CyrTCY-LighItal
    /GaramondThree
    /GaramondThree-Bold
    /GaramondThree-BoldItalic
    /GaramondThree-BoldItalicOsF
    /GaramondThree-BoldSC
    /GaramondThree-Italic
    /GaramondThree-ItalicOsF
    /GaramondThree-SC
    /GaramondThreeSMSIISpl-Italic
    /GaramondThreeSMSitalicSpl-Italic
    /GaramondThreeSMSspl
    /GaramondThreespl
    /GaramondThreeSpl-Bold
    /GaramondThreeSpl-Italic
    /Garamond-Ultra
    /Garamond-UltraCondensed
    /Garamond-UltraCondensedItalic
    /Garamond-UltraItalic
    /GarthGraphic
    /GarthGraphic-Black
    /GarthGraphic-Bold
    /GarthGraphic-BoldCondensed
    /GarthGraphic-BoldItalic
    /GarthGraphic-Condensed
    /GarthGraphic-ExtraBold
    /GarthGraphic-Italic
    /Geometric231BT-HeavyC
    /GeometricSlab712BT-BoldA
    /GeometricSlab712BT-ExtraBoldA
    /GeometricSlab712BT-LightA
    /GeometricSlab712BT-LightItalicA
    /GeometricSlab712BT-MediumA
    /GeometricSlab712BT-MediumItalA
    /Giddyup
    /Giddyup-Thangs
    /GillSans
    /GillSans-Bold
    /GillSans-BoldCondensed
    /GillSans-BoldExtraCondensed
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-ExtraBold
    /GillSans-ExtraBoldDisplay
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSans-LightShadowed
    /GillSans-Shadowed
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gill-Special
    /Giovanni-Bold
    /Giovanni-BoldItalic
    /Giovanni-Book
    /Giovanni-BookItalic
    /Glypha
    /Glypha-Bold
    /Glypha-BoldOblique
    /Glypha-Oblique
    /Gothic-Thirteen
    /Goudy
    /Goudy-Bold
    /Goudy-BoldItalic
    /GoudyCatalogueBT-Regular
    /Goudy-ExtraBold
    /GoudyHandtooledBT-Regular
    /GoudyHeavyfaceBT-Regular
    /GoudyHeavyfaceBT-RegularCond
    /Goudy-Italic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-ExtraBold
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudySans-Black
    /GoudySans-BlackItalic
    /GoudySans-Bold
    /GoudySans-BoldItalic
    /GoudySans-Book
    /GoudySans-BookItalic
    /GoudySansITCbyBT-Black
    /GoudySansITCbyBT-BlackItalic
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Light
    /GoudySansITCbyBT-LightItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GoudySans-Medium
    /GoudySans-MediumItalic
    /Granjon
    /Granjon-Bold
    /Granjon-BoldOsF
    /Granjon-Italic
    /Granjon-ItalicOsF
    /Granjon-SC
    /GreymantleMVB-Ornaments
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Black-SemiBold
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Compressed
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-Light-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Condensed-Thin
    /Helvetica-ExtraCompressed
    /Helvetica-Fraction
    /Helvetica-FractionBold
    /HelveticaInserat-Roman
    /HelveticaInserat-Roman-SemiBold
    /Helvetica-Light
    /Helvetica-LightOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /HelveticaNeue-Black
    /HelveticaNeue-BlackCond
    /HelveticaNeue-BlackCondObl
    /HelveticaNeue-BlackExt
    /HelveticaNeue-BlackExtObl
    /HelveticaNeue-BlackItalic
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldCond
    /HelveticaNeue-BoldCondObl
    /HelveticaNeue-BoldExt
    /HelveticaNeue-BoldExtObl
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-ExtBlackCond
    /HelveticaNeue-ExtBlackCondObl
    /HelveticaNeue-Extended
    /HelveticaNeue-ExtendedObl
    /HelveticaNeue-Heavy
    /HelveticaNeue-HeavyCond
    /HelveticaNeue-HeavyCondObl
    /HelveticaNeue-HeavyExt
    /HelveticaNeue-HeavyExtObl
    /HelveticaNeue-HeavyItalic
    /HelveticaNeue-Italic
    /HelveticaNeue-Light
    /HelveticaNeue-LightCond
    /HelveticaNeue-LightCondObl
    /HelveticaNeue-LightExt
    /HelveticaNeue-LightExtObl
    /HelveticaNeue-LightItalic
    /HelveticaNeueLTStd-Md
    /HelveticaNeueLTStd-MdIt
    /HelveticaNeue-Medium
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-MediumExt
    /HelveticaNeue-MediumExtObl
    /HelveticaNeue-MediumItalic
    /HelveticaNeue-Roman
    /HelveticaNeue-Thin
    /HelveticaNeue-ThinCond
    /HelveticaNeue-ThinCondObl
    /HelveticaNeue-ThinItalic
    /HelveticaNeue-UltraLigCond
    /HelveticaNeue-UltraLigCondObl
    /HelveticaNeue-UltraLigExt
    /HelveticaNeue-UltraLigExtObl
    /HelveticaNeue-UltraLight
    /HelveticaNeue-UltraLightItal
    /Helvetica-Oblique
    /Helvetica-UltraCompressed
    /HelvExtCompressed
    /HelvLight
    /HelvUltCompressed
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-ExtraBold
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /Humanist521BT-UltraBold
    /Humanist521BT-XtraBoldCondensed
    /Humanist531BT-BlackA
    /Humanist531BT-BoldA
    /Humanist531BT-RomanA
    /Humanist531BT-UltraBlackA
    /Humanist777BT-BlackB
    /Humanist777BT-BlackCondensedB
    /Humanist777BT-BlackItalicB
    /Humanist777BT-BoldB
    /Humanist777BT-BoldCondensedB
    /Humanist777BT-BoldItalicB
    /Humanist777BT-ExtraBlackB
    /Humanist777BT-ExtraBlackCondB
    /Humanist777BT-ItalicB
    /Humanist777BT-LightB
    /Humanist777BT-LightCondensedB
    /Humanist777BT-LightItalicB
    /Humanist777BT-RomanB
    /Humanist777BT-RomanCondensedB
    /Humanist970BT-BoldC
    /Humanist970BT-RomanC
    /HumanistSlabserif712BT-Black
    /HumanistSlabserif712BT-Bold
    /HumanistSlabserif712BT-Italic
    /HumanistSlabserif712BT-Roman
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /Iglesia-Light
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Imago-Book
    /Imago-BookItalic
    /Imago-ExtraBold
    /Imago-ExtraBoldItalic
    /Imago-Light
    /Imago-LightItalic
    /Imago-Medium
    /Imago-MediumItalic
    /Industria-Inline
    /Industria-InlineA
    /Industria-Solid
    /Industria-SolidA
    /Insignia
    /Insignia-A
    /IPAExtras
    /IPAHighLow
    /IPAKiel
    /IPAKielSeven
    /IPAsans
    /ITCGaramondMM
    /ITCGaramondMM-It
    /JAKEOpti-Regular
    /JansonText-Bold
    /JansonText-BoldItalic
    /JansonText-Italic
    /JansonText-Roman
    /JansonText-RomanSC
    /JoannaMT
    /JoannaMT-Bold
    /JoannaMT-BoldItalic
    /JoannaMT-Italic
    /Juniper
    /KabelITCbyBT-Book
    /KabelITCbyBT-Demi
    /KabelITCbyBT-Medium
    /KabelITCbyBT-Ultra
    /Kaufmann
    /Kaufmann-Bold
    /KeplMM-Or2
    /KisBT-Italic
    /KisBT-Roman
    /KlangMT
    /Kuenstler480BT-Black
    /Kuenstler480BT-Bold
    /Kuenstler480BT-BoldItalic
    /Kuenstler480BT-Italic
    /Kuenstler480BT-Roman
    /KunstlerschreibschD-Bold
    /KunstlerschreibschD-Medi
    /Lapidary333BT-Black
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /LatinMT-Condensed
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LDecorationPi-One
    /LDecorationPi-Two
    /Leawood-Black
    /Leawood-BlackItalic
    /Leawood-Bold
    /Leawood-BoldItalic
    /Leawood-Book
    /Leawood-BookItalic
    /Leawood-Medium
    /Leawood-MediumItalic
    /LegacySans-Bold
    /LegacySans-BoldItalic
    /LegacySans-Book
    /LegacySans-BookItalic
    /LegacySans-Medium
    /LegacySans-MediumItalic
    /LegacySans-Ultra
    /LegacySerif-Bold
    /LegacySerif-BoldItalic
    /LegacySerif-Book
    /LegacySerif-BookItalic
    /LegacySerif-Medium
    /LegacySerif-MediumItalic
    /LegacySerif-Ultra
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldSlanted
    /LetterGothic-Slanted
    /Life-Bold
    /Life-Italic
    /Life-Roman
    /LINE10
    /LINEW10
    /Linotext
    /Lithos-Black
    /LithosBold
    /Lithos-Bold
    /Lithos-Regular
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOSL10
    /LOMD-Normal
    /LubalinGraph-Book
    /LubalinGraph-BookOblique
    /LubalinGraph-Demi
    /LubalinGraph-DemiOblique
    /LucidaHandwritingItalic
    /LucidaMath-Symbol
    /LucidaSansTypewriter
    /LucidaSansTypewriter-Bd
    /LucidaSansTypewriter-BdObl
    /LucidaSansTypewriter-Obl
    /LucidaTypewriter
    /LucidaTypewriter-Bold
    /LucidaTypewriter-BoldObl
    /LucidaTypewriter-Obl
    /LydianBT-Bold
    /LydianBT-BoldItalic
    /LydianBT-Italic
    /LydianBT-Roman
    /LydianCursiveBT-Regular
    /Machine
    /Machine-Bold
    /Marigold
    /MathematicalPi-Five
    /MathematicalPi-Four
    /MathematicalPi-One
    /MathematicalPi-Six
    /MathematicalPi-Three
    /MathematicalPi-Two
    /MatrixScriptBold
    /MatrixScriptBoldLin
    /MatrixScriptBook
    /MatrixScriptBookLin
    /MatrixScriptRegular
    /MatrixScriptRegularLin
    /Melior
    /Melior-Bold
    /Melior-BoldItalic
    /Melior-Italic
    /MercuriusCT-Black
    /MercuriusCT-BlackItalic
    /MercuriusCT-Light
    /MercuriusCT-LightItalic
    /MercuriusCT-Medium
    /MercuriusCT-MediumItalic
    /MercuriusMT-BoldScript
    /Meridien-Bold
    /Meridien-BoldItalic
    /Meridien-Italic
    /Meridien-Medium
    /Meridien-MediumItalic
    /Meridien-Roman
    /Minion-Black
    /Minion-Bold
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-BoldItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-DisplayItalic
    /Minion-DisplayRegular
    /MinionExp-Italic
    /MinionExp-Semibold
    /MinionExp-SemiboldItalic
    /Minion-Italic
    /Minion-Ornaments
    /Minion-Regular
    /Minion-Semibold
    /Minion-SemiboldItalic
    /MonaLisa-Recut
    /MrsEavesAllPetiteCaps
    /MrsEavesAllSmallCaps
    /MrsEavesBold
    /MrsEavesFractions
    /MrsEavesItalic
    /MrsEavesPetiteCaps
    /MrsEavesRoman
    /MrsEavesRomanLining
    /MrsEavesSmallCaps
    /MSAM10
    /MSAM10A
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM10A
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MTEX
    /MTEXB
    /MTEXH
    /MTGU
    /MTGUB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MTSYN
    /MusicalSymbols-Normal
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-CnBold
    /Myriad-CnBoldItalic
    /Myriad-CnItalic
    /Myriad-CnSemibold
    /Myriad-CnSemiboldItalic
    /Myriad-Condensed
    /Myriad-Italic
    /MyriadMM
    /MyriadMM-It
    /Myriad-Roman
    /Myriad-Sketch
    /Myriad-Tilt
    /NeuzeitS-Book
    /NeuzeitS-BookHeavy
    /NewBaskerville-Bold
    /NewBaskerville-BoldItalic
    /NewBaskerville-Italic
    /NewBaskervilleITCbyBT-Bold
    /NewBaskervilleITCbyBT-BoldItal
    /NewBaskervilleITCbyBT-Italic
    /NewBaskervilleITCbyBT-Roman
    /NewBaskerville-Roman
    /NewCaledonia
    /NewCaledonia-Black
    /NewCaledonia-BlackItalic
    /NewCaledonia-Bold
    /NewCaledonia-BoldItalic
    /NewCaledonia-BoldItalicOsF
    /NewCaledonia-BoldSC
    /NewCaledonia-Italic
    /NewCaledonia-ItalicOsF
    /NewCaledonia-SC
    /NewCaledonia-SemiBold
    /NewCaledonia-SemiBoldItalic
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothic-BoldOblique
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldCondensed
    /NewsGothicBT-BoldCondItalic
    /NewsGothicBT-BoldExtraCondensed
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Demi
    /NewsGothicBT-DemiItalic
    /NewsGothicBT-ExtraCondensed
    /NewsGothicBT-Italic
    /NewsGothicBT-ItalicCondensed
    /NewsGothicBT-Light
    /NewsGothicBT-LightItalic
    /NewsGothicBT-Roman
    /NewsGothicBT-RomanCondensed
    /NewsGothic-Oblique
    /New-Symbol
    /NovareseITCbyBT-Bold
    /NovareseITCbyBT-BoldItalic
    /NovareseITCbyBT-Book
    /NovareseITCbyBT-BookItalic
    /Nueva-BoldExtended
    /Nueva-Roman
    /NuptialScript
    /OceanSansMM
    /OceanSansMM-It
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OnyxMT
    /Optima
    /Optima-Bold
    /Optima-BoldItalic
    /Optima-BoldOblique
    /Optima-ExtraBlack
    /Optima-ExtraBlackItalic
    /Optima-Italic
    /Optima-Oblique
    /OSPIRE-Plain
    /OttaIA
    /Otta-wa
    /Ottawa-BoldA
    /OttawaPSMT
    /Oxford
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /Palatino-Roman
    /Parisian
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PhotinaMT
    /PhotinaMT-Bold
    /PhotinaMT-BoldItalic
    /PhotinaMT-Italic
    /PhotinaMT-SemiBold
    /PhotinaMT-SemiBoldItalic
    /PhotinaMT-UltraBold
    /PhotinaMT-UltraBoldItalic
    /Plantin
    /Plantin-Bold
    /Plantin-BoldItalic
    /Plantin-Italic
    /Plantin-Light
    /Plantin-LightItalic
    /Plantin-Semibold
    /Plantin-SemiboldItalic
    /Poetica-ChanceryI
    /Poetica-SuppLowercaseEndI
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /ProseAntique-Bold
    /ProseAntique-Normal
    /QuaySansEF-Black
    /QuaySansEF-BlackItalic
    /QuaySansEF-Book
    /QuaySansEF-BookItalic
    /QuaySansEF-Medium
    /QuaySansEF-MediumItalic
    /Quorum-Black
    /Quorum-Bold
    /Quorum-Book
    /Quorum-Light
    /Quorum-Medium
    /Raleigh
    /Raleigh-Bold
    /Raleigh-DemiBold
    /Raleigh-Medium
    /Revival565BT-Bold
    /Revival565BT-BoldItalic
    /Revival565BT-Italic
    /Revival565BT-Roman
    /Ribbon131BT-Bold
    /Ribbon131BT-Regular
    /RMTMI
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /RotisSansSerif
    /RotisSansSerif-Bold
    /RotisSansSerif-ExtraBold
    /RotisSansSerif-Italic
    /RotisSansSerif-Light
    /RotisSansSerif-LightItalic
    /RotisSemiSans
    /RotisSemiSans-Bold
    /RotisSemiSans-ExtraBold
    /RotisSemiSans-Italic
    /RotisSemiSans-Light
    /RotisSemiSans-LightItalic
    /RotisSemiSerif
    /RotisSemiSerif-Bold
    /RotisSerif
    /RotisSerif-Bold
    /RotisSerif-Italic
    /RunicMT-Condensed
    /Sabon-Bold
    /Sabon-BoldItalic
    /Sabon-Italic
    /Sabon-Roman
    /SackersGothicLight
    /SackersGothicLightAlt
    /SackersItalianScript
    /SackersItalianScriptAlt
    /Sam
    /Sanvito-Light
    /SanvitoMM
    /Sanvito-Roman
    /Semitica
    /Semitica-Italic
    /SIVAMATH
    /Siva-Special
    /SMS-SPELA
    /Souvenir-Demi
    /Souvenir-DemiItalic
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /Souvenir-Light
    /Souvenir-LightItalic
    /SpecialAA
    /Special-Gali
    /Sp-Sym
    /StempelGaramond-Bold
    /StempelGaramond-BoldItalic
    /StempelGaramond-Italic
    /StempelGaramond-Roman
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-PhoneticAlternate
    /StoneSans-PhoneticIPA
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /StoneSerif
    /StoneSerif-Italic
    /StoneSerif-PhoneticAlternate
    /StoneSerif-PhoneticIPA
    /StoneSerif-Semibold
    /StoneSerif-SemiboldItalic
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-BlackRounded
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-BoldRounded
    /Swiss721BT-Heavy
    /Swiss721BT-HeavyItalic
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Medium
    /Swiss721BT-MediumItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721BT-ThinItalic
    /Swiss921BT-RegularA
    /Symbol
    /Syntax-Black
    /Syntax-Bold
    /Syntax-Italic
    /Syntax-Roman
    /Syntax-UltraBlack
    /Tekton
    /Times-Bold
    /Times-BoldA
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /Times-NewRoman
    /Times-NewRomanBold
    /Times-Oblique
    /Times-PhoneticAlternate
    /Times-PhoneticIPA
    /Times-Roman
    /Times-RomanSmallCaps
    /Times-Sc
    /Times-SCB
    /Times-special
    /TimesTenGreekP-Upright
    /TradeGothic
    /TradeGothic-Bold
    /TradeGothic-BoldCondTwenty
    /TradeGothic-BoldCondTwentyObl
    /TradeGothic-BoldOblique
    /TradeGothic-BoldTwo
    /TradeGothic-BoldTwoOblique
    /TradeGothic-CondEighteen
    /TradeGothic-CondEighteenObl
    /TradeGothicLH-BoldExtended
    /TradeGothicLH-Extended
    /TradeGothic-Light
    /TradeGothic-LightOblique
    /TradeGothic-Oblique
    /Trajan-Bold
    /TrajanPro-Bold
    /TrajanPro-Regular
    /Trajan-Regular
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /Transitional551BT-MediumB
    /Transitional551BT-MediumItalicB
    /Univers
    /Universal-GreekwithMathPi
    /Universal-NewswithCommPi
    /Univers-BlackExt
    /Univers-BlackExtObl
    /Univers-Bold
    /Univers-BoldExt
    /Univers-BoldExtObl
    /Univers-BoldOblique
    /Univers-Condensed
    /Univers-CondensedBold
    /Univers-CondensedBoldOblique
    /Univers-CondensedOblique
    /Univers-Extended
    /Univers-ExtendedObl
    /Univers-ExtraBlackExt
    /Univers-ExtraBlackExtObl
    /Univers-Light
    /Univers-LightOblique
    /UniversLTStd-Black
    /UniversLTStd-BlackObl
    /Univers-Oblique
    /Utopia-Black
    /Utopia-BlackOsF
    /Utopia-Bold
    /Utopia-BoldItalic
    /Utopia-Italic
    /Utopia-Ornaments
    /Utopia-Regular
    /Utopia-Semibold
    /Utopia-SemiboldItalic
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Viva-BoldExtraExtended
    /Viva-Regular
    /Weidemann-Black
    /Weidemann-BlackItalic
    /Weidemann-Bold
    /Weidemann-BoldItalic
    /Weidemann-Book
    /Weidemann-BookItalic
    /Weidemann-Medium
    /Weidemann-MediumItalic
    /WindsorBT-Elongated
    /WindsorBT-Light
    /WindsorBT-LightCondensed
    /WindsorBT-Roman
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfCalligraphic801BT-Bold
    /ZapfCalligraphic801BT-BoldItal
    /ZapfCalligraphic801BT-Italic
    /ZapfCalligraphic801BT-Roman
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Demi
    /ZapfChanceryITCbyBT-Medium
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZapfHumanist601BT-Ultra
    /ZapfHumanist601BT-UltraItalic
    /ZurichBT-Black
    /ZurichBT-BlackExtended
    /ZurichBT-BlackItalic
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldExtended
    /ZurichBT-BoldExtraCondensed
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraBlack
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-LightCondensedItalic
    /ZurichBT-LightExtraCondensed
    /ZurichBT-LightItalic
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
  ]
  /NeverEmbed [ true
    /TimesNewRomanPS
    /TimesNewRomanPS-Bold
    /TimesNewRomanPS-BoldItalic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-Italic
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings for creating PDF files for submission to The Sheridan Press. These settings configured for Acrobat v6.0 08/06/03.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




