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Abstract— The ability to synchronise the individual actions as frogs chorusing or crickets chirping. Despite the paldic
within large groups is an adaptive response observed in many eyolutionary pressures leading to synchrony, the lattpeags
biological systems. Indeed, synchrony can increase the effncy to be a powerful mean for maximising the outcome while

of a group by maximising the global outcome or by minimising L . .
the interference among individuals. In any case, synchrosation minimising the collective effort and/or the interferenaesong

appears desirable for a robotic system as it allows to coordate individuals. In this perspective, obtaining synchrony in a
through time the activities of the group. The main goal of robotic system is highly desirable, as it offers the posigibi
the experiments presented in this paper is the study of self- to regulate through time the coordinated effort of a group.
organising synchronisation behaviours for a group of robos. The synchronisation behaviours observed in nature can

To do so, we do not postulate the need of internal dynamics. b ful fi irati for the desi f di
Instead, we stress the importance of the dynamical coupling € a powerful source of inspiration for the design of dis-

between robots and environment, which can be exploited for tributed robotic systems. For example, the self-orgagisin
synchronisation, allowing to keep a minimal complexity of mth  synchronisation mechanism exploited by fireflies was suc-
the behavioural and the communication level. We use artificl cessfully replicated in a group of robots [5]. In this study,
evolution to synthesise the robot controllers, and we showdw the authors designed a specialised neural module for the

very simple communication strategies can produce self-oemising - - . L
synchronisation behaviours that scale to very large groupsnd synchronisation of the group foraging/homing activitiés,

that can be transfered to physical robots. order to maximise the overall performance. Much as fireflies
that emit light pulses, robots communicate through sound
. INTRODUCTION pulses that directly reset the internal oscillator desigi®

Synchrony pervades the world: examples of synchronoﬁ%ntrol the individual switch from r_loming o foraging _a'?d
behaviours can be found in the inanimate world as well §&¢ Versa. "? a foIIow-up research, it was shoyvn how S'm'.la.r
among living organisms. One of the most commonly Cite%ynch.romsatlon mechanisms can be syntheS|se.d by att|f|C|a
synchronous behaviour is the one of fireflies from Southe qutllon [.6]' The authors_, .evolved a coopera‘uvg -foragmg
Asia: thousands of insects have the ability to flash in uniso e_h_aV|our incrementally. I_n|t|aIIy, they reV\_/arded theiindual
perfectly synchronising their individual behaviour (sed, [ _?_h'“ty to elxi)_lore the env;ronrrgjent and f|n(|j the fO(.)d so%rcﬂe{
[2]). This phenomenon, reported by amazed travellers ghee €n, evold |<;n was con |ntge tl)nr? socla scenarll;), an d i
seventeenth century, has been thoroughly studied and-a s fpergence of communicative behaviours was observed.

organising explanation has been proposed in order to atco lgcher evplynonaryhreflpementbIehd t_o thg err&ergence of a
for the emergence of synchrony [3], [4]. Fireflies are maatkll self-organising synchronisation behaviour based on byt

as a population of pulse-coupled oscillators with equaleyyv s?rge mectrw]amsm tht‘?: was r:jgndt-_craf;e? n [5]t.hOtSe(rj workts
similar frequency. These oscillators can influence eaclerot/y 9y synchrony ?S € coordination between the body parts
by emitting a pulse that shifts or resets the oscillationsgha of a .smgle ropot. for |_nstance, ;ynchromsaﬂon ISSUesewer
The numerous interactions among the individual oscillato?o_rlfz'dere(_j Wh"? sftugylng thg gait of an hexa:jppd rr]c.)bot [7]. .
fireflies are sufficient to explain the synchronisation of tht% e main goal of the experiments presented in this paper is

whole population (for more details, see [3], [4]). Desphe t € StL_de of self-organising sy_nchronisatipn bas_eo_l onmmai
effort in understanding the above synchronising mechanisﬁ?ha\”oural and communication strategies. Similarly te th

the adaptive significance of synchronous flashing is notrcleséUdies presented above, we follow the basic idea that if an

t's tend t ¢ i lanation, f mnmdividual displays_a pe_riod_ic l_)ghaviour, it can sy_nchqeni
yet. Some tend 1o Support a cooperative expianation, Totiwh ith other (nearly) identical individuals by temporarilyowi-

a cluster of synchronous flashing would result in a very. - 2 . .
attractive mating signal for faraway female insects. Gthe ing its behaviour in order to reduce the phaS(_e d|f_ferenn:lew
support a competitive explanation, for which synchronoﬂiEe rest O_f the group. In_ [5].’ .[6]’ synchromsatlon IS based o
flashing is a by-product of the individual attempt to antiti the entra_unment of the |nd|V|dua_\I mternall dynamics thrtnug
mmunication: the internal oscillator defines the periad a

any other flash (see [2], p. 35). Similar explanations ho S . o .
for other synchronous behaviours observed in nature, SL; fi phase Of_ thg individual behav!our_, and it IS also resms
or communication and synchronisation. In this papergadf

n some firefly species, it is rather the oscillation freqyerbat is W€ _dO not postulate the need _Of '_ni[emal dynamlcs. Rather_’ th

temporarily altered, having an effect comparable to a pishife period and the phase of the individual behaviour are defined



by the sensory-motor coordination of the robot [8], that is,
by the dynamical interactions with the environment thatiites
from the robot embodiment. We show that such dynamical
interactions can be exploited for synchronisation, alfmyvio
keep a minimal complexity of both the behavioural and the
communication level.

This result is a direct consequence of the attempt to obtain
a complete synchronisatioaf the robots movements. Much :
as ballet dancers feature choreographed gestures, cempletf
synchronisation requires that robots perform perfectlg-sy
chronous actions. Additionally, the robots’ perceptuaifo
should be synchronised as well, resulting in a perfect en-
trainment of the dynamical relationship that each robot hag. 1. Thes-bot The traction system is composed by both tracks and wheels,
with the environment. This is a stricter requirement thahich ensure a good mobility over moderately rough terraiftse rotating

. .. , L . turret holds the microphones and the loudspeakers usedifomenication.
simply synchronising the robots’ activities, such as famggr
homing in [5]. It however opens the way to the exploitation of
agent-environment interactions rather than internal dyios.

I ) .. our study. The task requires that each robot in the group
In fact_, a sequence of activities def_mes the phase of a pe”(_)gisplays a simple periodic behaviour, that is, moving bauk a
?eha\?our ywthta ﬁoar_se-grmrr:_elzd time scale—e.fg., the IE’V\"tf"Orth from a light bulb positioned in the centre of the arena.
rom foraging to homing—wnile a sequence o movemenf\ﬁoreover, robots have to synchronise their movements,ato th

offers a much finer way to recognise the behaviour’s phasqheir oscillations are in phase with each other

¢ NOWI’ T?hm?jm proplelm IS dtezflnmg a rOb?t. ctontrti!ler able The robots used in this experiments are #bots (see
0 exploit the dynamical agent-environment interact Fig. 1), which are small autonomous robots having the gbilit

use artificial evolution to.se‘f’“c“ the space of the p‘?SS‘Ql? connect one to the other and to self-assemble [12], [13].
behawoural and commun|cat|or_1 strategies fo_r the synch_roqhe s-bot has a differential drive traction system composed
sation problem [9], [10]. In_par_hculgr, we avoid to expligi . of tracks and wheels. Above the traction system, the turret
reward the use of communication, in order to leave eVOIUtI%ldS various sensory systems and the gripper for making
free to explore the space of.the possible solutions thattead connections with othes-bots®> The evolutionary experiments
synchronous behaviour. This, however, makes the evollmlﬁonpresenteol in this paper are performed in simulation, using a

communication particularly challenging. In fact, for commm simple kinematic model of the-bots Eachs-botis provided

nication to _b_e in place, it is necessary to contemporary ha\Xﬁth infrared sensors and ambient light sensors, which are
both the ability to produce a signal and the ability to Iordapersimulated using a sampling technique [15]. In order to commu

rezlafc:r;to thelpsrcewfed signal [113.' .  trivial it | nicate with each othes-botsare provided with a very simple
| i _e_e;/(t)hu 'on (I) _tC(:_mmuplca lon 1S n(:_ m_n?, 'C:;fvensignalling system, which can produce a continuous tone with
ess trivial the exploftation of communicative INteracisotor - g, o frequency and intensity. When a tone is emitted, it is

self-organisation. In this paper, we analyse _the propeie _perceived by every robot in the arena, including the sigmall
the evolved behaviours under a self-organising perspectiy o+ The tone is perceived in a binary way, that is, either

eval_uatlngt;_ thf'rfﬁalab'h}y;ﬁ.:arg? groups Of_ ro::_)ots. la’tmrgr, there is someone signalling in the arena, or there is no one.
we nvestigate the scaabliity of communicatiper Se in The arena is a square 6f x 6 meters. In the centre, a

order to evgluate the eff|<:|e_ncy _Of the gvolved strategy Wh%glindrical object supports the light bulb, which is always
not constrained by the physical interactions among thetsobag

Finall | th bust f th ved behasi switched on. The light intensity perceived by tlsebots
inafly, we analyse the robusiness of the evolved DENBIOWL 55 decreases quadratically with the distance frofigtite
by testing them on physical robots.

. . . . bulb. However, light can be perceived from every position in
This paper is organised as follows. In Section Il we prese g P yp

th ) tal setup devised ve in simulation éfie fp1te arena. At the beginning of every trial, threebotsare

€ experimental Setup devised to eVolve In simuiation s initially positioned in a circular band ranging from 0.2 t®2
organising synchromsaupn behaviours. Sgcn_on i pnesé_we meters from the centre of the arena. The robots have to move
obtained r_e_sults, ana_lysmg the communication strategies back and forth from the light, making oscillations with an
the scalability properties of the evolved controllers.t®eclV : -

. : : ) optimal amplitude of 2 meters.
discusses the results obtained by testing the controllidrs w

physical robots. Section V concludes the paper. A. The Controller and the Evolutionary Algorithm

Il. EXPERIMENTAL SETUP In the experiments reported here, artificial evolution is

As mentioned above, in this work we aim at studying thlésed to synthesise the connection weights of simple neural

evolution of behavioural and communication strategies f&ontrollers with fixed architecture. The controller of eachot

SynCthmsatlon' For this purpose' we de_fme a_5|mple,|$tmhl 2The assembling capability of thebotsis not the focus of these experi-
scenario that anyway contains all the ingredients needed figents. For more details on self-assembl#bots see [14].



consists in a fully connected, feed forward neural network—

a perceptron network. The neural network has 11 sensory
neurons directly connected to 3 motor neurons. The sensory
neurons are simple relay units while the output neurons are
sigmoid units whose activation is computed as follows:

Yy =0 (Z wiin + ﬁ]) 5 0(2) = H‘%’ (1)

wherel; is the activation of the" input unit, B; is the bias
term, y, is the activation of thej*" output unit, w;; is the
weight of the connection between the input neuiand the
output neurory, ando(z) is the sigmoid function. : : 3 3 3
Four sensory neuronsi— to I,—are dedicated to the -3 i i i i i
readings of four ambient light sensors, positioned in tioatfr =S -2 -1 0 1 2
and in th_e b_aCk of thes-bot Six sensory_ neurons+s t_o ~ Fig. 2. Computation of the individual movement fitness. Toetmuous line
Ip—receive input from a subset of the infrared proximityepresents the trajectory of a robot, which oscillates evhitcuiting around
sensors evenly distributed around thdots turret. The last the centre of the arena. The black dots represent the fartimeb closest
0 . bi . di distances reached. The arro¥ ; indicates the oscillation amplitude between
sensory neurory; receives a binary mput_ corresponding tGhe second and third point on the trajectory.
the perception of sound signals. The activation states @f th
first two motor neurons+4 andy.,—is scaled onto the range
[—wnr, +wir], wherewy, is the maximum angular speed of theblack dots in Fig. 2). We compute the oscillation amplitudes
wheels (s ~ 4.5 rad/s). The third motor neuron controls thed, ;, with ¢ = [1, M], corresponding to the radial distance
speaker in such a way that a sound signal is emitted whenewevered between two consecutive points, as shown in Fig. 2.
the activation states is greater than 0.5. Then, the individual movement fithedsy, s is computed as
The evolutionary algorithm is based on a population of 1d0llows:

genotypes, which are randomly generated. This population 1 M
of genotypes encodes the connection weights of 100 neural Fps = Y] Z O(As,i/Ao), (2)
controllers. Each connection weight is represented witkbé 8 —m+1l=

binary code mapped onto a real number ranging-it), +10]. ~ where 4, is the optimal amplitude (2 meters). The function
Subsequent generations are produced by a combinationgf;) = 1 — |1 — 2| simply rewards those oscillations that
selection with elitism and mutation. Recombination is N®etter approximate the optimum_ Given the maximum Speed
used. At each generation, the 20 best individuals are sdec@)f the s-bots it is possib|e to Compute the maximum number
for reproduction and retained in the subsequent generatign oscillatory movements having amplitudé, that can be
Each genotype reproduces four times, applying mutatioh wigerformed in 7 control cycles, referred to ad/,(T). In
5% probability of flipping a bit. The evolutionary process i%omputingF/\M, we consider only the las/,(T") oscilla-
run for 500 generations. tory movements performed, which corresponds to rset=
max (1, M — M,(T)) as the first oscillatory movement to be
considered. The overall movement fithdsg, is computed as

During the evolution, a genotype is mapped into a contrtie minimum among the individual values of the singlbots
structure that is cloned and downloaded in all $Heotstaking The second fitness componéfy rewards synchrony among
part in the experiment (i.e., we make use of a homogenedhe robots. Synchrony among tvesbotscan be evaluated as
group ofs-botg. Each genotype is evaluated 5 times—i.e., the cross-correlation coefficient between the sequencéeof
trials. Each trial differs from the others in the initialigm of distances from the light bulb. The cross-correlation coeffit
the random number generator, which influences both thaiinitip,.,, of two distance sequencés(t) andd,(t) can be defined
position and orientation of the-botswithin the arena. Each as:

B. The Fitness Computation

trial lastsT' = 900 simulation cycles, which correspond to 90 > 1
seconds of real time. by = ——2—, Dy == da(t)dy(t).  (3)
The fithness of a genotype is the average performance V @aaPyy T t=1

computed over the 5 trials in which the corresponding neurphe coefficients,, can take values in [-1,1], where 1 indicate
controller is tested. Durlng a Sllngle trlal, the bEhaVIOHD-p perfect Synchrony and -1 perfect asymmetry. The Synchrony
duced by the evolved controller is evaluated by a 2-Compbn%mponentl-7‘s is Computed as the product among the cross-

fitness function:F' = 0.6 - Fix + 0.4 - Fs. The movement correlation coefficients of all possible paits, y) among the
componentFy, rewards robots that oscillate back and fortl-pots

from the light bulb. For eacls-bot s, we look at the closest Fs = HmaX(O’ by (4)

and farthest distances from the centre of the arena (see the Ty



TABLE |
POST-EVALUATION RESULTS FOR THE BEST CONTROLLERS OF THEO EVOLUTIONARY RUNS. THE AVERAGE FITNESS AND THE STANDARD DEVIATION
COMPUTED OVER500TRIALS ARE SHOWN. BOLD VALUES REFERS TO EVOLUTIONARY RUNS THAT PRODUCED A COMMNICATION STRATEGY IN WHICH
SIGNALLING WAS EXPLOITED FOR SYNCHRONISATION

c; c1 c2 Cc3 Cq C5
F | 063+0.13 | 049+ 0.16 | 0.58+ 0.06 | 0.67+ 0.07 | 0.65+ 0.16
C; Ce cr C8 C9 C10
F | 0564+ 0.19 | 0.66+ 0.02 | 0.51+ 0.22 | 0.654+ 0.12 | 0.55+ 0.21
Ci C11 C12 C13 C14 C15
F | 060+ 0.10 | 0.60£ 0.11 | 0.73+ 0.09 | 0.74+ 0.07 | 0.68+ 0.13
(&3 C16 C17 C18 C19 C20
F | 0654+ 0.11 | 052+ 0.14 | 0.56+ 0.09 | 0.66+ 0.16 | 0.61+ 0.14

Notice thatFs is bounded into the interval [0,1]. move away from it. Signalling is generally performed only
In addition to the fitness computation described aboveuring one of the two stages. We can classify the evolved
an indirect selective pressure for the evolution of obstaatontrollers in three classes, according to the individeattion
avoidance is given by blocking the motion of robots thab the perception of a sound signal.
collide. When this happens, the performance is negativelyThe first class—composed af;, ¢4, ¢7, c19 and cgo—
influenced. Additionally, a trial is normally terminatedtexf involves behaviours in which signalling strongly correkat
T = 900 simulation cycles. However, a trial is also terminategith antiphototaxis. This can be appreciated looking atttipe
if any of the s-botscrosses the borders of the arena. part of Fig. 3, in which thes-bot$ distances from the centre
. RESULTS and the group signalling behaviour are plotted through titne
is possible to notice that whenever a robot signals, itadcs
om the light increases and, vice versa, when no signal is

different population of randomly generated genotypes. yerceived the distance decreases. Synchronisation isatigrm

ter the Ie\t/_olunonary phﬁ\se, we stehlec';)ed ta' ‘Z'_ngée gl]enfof[ &éhieved after one oscillation and it is maintained for gt r
ber evolutionary run, chosen as ihe best individual o Qﬁ the trial, the robots moving in complete synchrony with
final generanon. We refer to the correspo_ndlng controlleé%ch other. This is possible thanks to the evolved behaaliour
315 Gt = t1’|.|.7 20'h|n oLder 0 e\llall:a;e_ thse(;rop(?gorn;iirlc.eand communication strategy, for which a robot emits a signal
ese controliers have been evaluated in Merensing nie performing antiphototaxis and reacts to the perakive

The results are summarised in Table I, showing the averag : . PR
L L nal by reaching and keeping a specific distance awa
performance and the standard deviation. It is possible ticao 8 4 g ping pecific d way

that some controllers do not achieve a good performance,
while ¢;3 and ¢4 outperform all the other controllers. 3
Direct observation of the evolved behaviours showed thag, 2.5 |
in some evolutionary runs—9 out of 20—communication wasg 2 1 -
not evolved. In fact, either robots always signal or they= 15 1 i
never do: in any case, there is no information transfer to bé& 1 i
exploited for synchronisation. This justifies the lowerfper Z 051 i
mance obtained by the corresponding controllers, as shown  © ‘ ‘ ‘ ‘ ‘

We performed 20 evolutionary runs, each starting with

in Table I. These results confirm the difficulty of evolving i, 2P0 S0 01000 1230 1300
suitable communication strategies for synchronisatiorfatt, 5 ,5 | L
as mentioned in Section |, the evolution of signalling mustg 2 4 |
be accompanied by a suitable reaction to the signal. If this i£ 15 1 F
not the case, signalling may just interfere with the sensorys 11 r
motor coordination of partially evolved solutions. Thenef, 2 0‘(5) i | | | | | I

a certain number of fruitful mutations are required to abtai 0 250 500
successful communication, which concerns both the sigigall
behaviour and the reaction to the perceived signal.

Despite the above difficulties, 11 out of 20 evolutionarygurfig. 3.  The synchronisation behaviour of. Top: s-bot$ distances from

; . PR : the light bulb are plotted against the simulation cyclesorider to appreciate
were successful, resultlng In S|mple communication siate the synchronisation of the individual movements. The caduareas indicate

in which signalling was exploited for synchronisation (f88- when a signal is emitted by any of tisebotsin the arena. Such a signal is
formance of the corresponding controllers is indicatedatib perceived by the robots and exploited for synchronisatiee text for details).

; ; P ; Bottom: the distance and signalling behaviour of a sirgeot are plotted
in Table I)' All evolved solutions result in similar behauts, against the simulation cycles. From cycle 500 to 1000, aasignartificially

characterised by two stages, that is, phototaxis whes-#h&s created, which simulates the behaviour ofsabot This allows to visualise
approach the |ight bulb, and antiphototaxis when #ghleots the reaction of ars-botto the perception of a sound signal.

750 1000 1250 1500

simulation cycle
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Fig. 4. The synchronisation behaviour @fs;. See Fig. 3 for details. Fig. 5. The synchronisation behaviour ofs. See Fig. 3 for details.

from the centre of the arena. As shown in the bottom p&#atures the same synchronisation strategy describedeabov
of Fig. 3, in presence of a continuous signal—artificiallpyt with inverse movements. Here, signalling strongly eorr
created from cycle 500 to cycle 1000—arbotsuspends its |ates with phototaxis, while robots move away from the aentr
normal oscillatory movement to maintain a constant distanghen no signal is perceived (see the top part of Fig. 4). Also
from the centre. As soon as the sound signal is stopped, fhghis case synchronisation is the result of a reset meshmani
oscillatory movement starts again. Synchronisation isies \whenever a signal is perceivestbotsperform phototaxis and
because robots are homogeneous, therefore they all preggel a constant distance close to the light bulb (see therhott
an identical response to the sound signal that makes thggtt of Fig. 4). As soon as the whole group reaches similar
move to the outer part of the arena. As soon as all rob@iftances from the centre of the arena, signalling ceasgs an
reach the same distance from the centre, signalling ceag@s oscillatory movement starts again. We observed here a
and synchronous oscillations can start. To better undedstgyetter precision in synchronisation, probably due to teefser
the synchronisation mechanism that characterises ttgs df intensity gradient perceived in proximity of the light bulb
controllers, it is worth considering agtbotas an “embodied Thjs allows to precisely maintain the reset configuratiod an
oscillator”, its individual behaviour being charactedsey a therefore to rapidly achieve a complete synchronisation.
period and a phase. The latter is defined bystots position The last controller-e;;—makes a class on its own, produc-
in its configuration space, which can be defined as the setjg§ a peculiar behaviour. In this case, it is ratherabsencef
possible distances and orientations with respect to the ligs signal that strongly correlates with phototaxis. Theviittlial
bulb. Whenever a robot perceives a sound signagsetsthe  reaction to the perceived signal can be appreciated looking
oscillation phase by attaining a particular configuratidres at the bottom part of Fig. 5. When the continuous signal is
reaching and maintaining a specific distance and oriemtatigyiicially created (see simulation cycles 500 to 10008, gh
with respect to the light bulb. Thigeset mechanismesults ot performs both phototaxis and antiphototaxis. However, as
in the complete synchronisation of the robots movements, &son as the signal is removed, taédot approaches the light

it is exploited by the robots to reduce and cancel the phasgih. This behaviour results from the evolved communicatio
difference of their oscillations. Clearly, the phase résatot  strateqgy, which enables the synchronisation of thbots
instantaneous, becausebotsneed time to reach the targefyctivities, that is, phototaxis and antiphototaxis. Diffetly
configuration, due to their embodiment. It follows that thgom the mechanism presented above, here there is only a
reset configuration must be maintained for enough time {g5rse-grained phase reset, which concerns the actistiesr

let all s-botsconverge. In conclusion, the evolved behaviourghan the very movements-bots nitially synchronise only
and communication strategies allow a fast synchronisaifon{he movement direction but not the distance at which the
the robots activities, because they force all robots toquetf gcijllatory movements are performed (see the top part of
synchronously phototaxis or antiphototaxis since them®gg  Fig. 5)3 Despite this limitation, this mechanism allows a
of a trial, as a reaction to the presence or absence of & SOYBEl, fast and precise synchronisation of thbots phototaxis
signal respectively. It also allows a fast synchronisabthe anq antiphototaxis, which is probably the reason why it was
movements thanks to the reset of the oscillation phasellfinagyolved in the first place. In order to achieve a complete syn-

it provides a mean to fine-tune and maintain through time &onisation, an additional mechanism was synthesiseitfwh
complete synchronisation, because the reset mechaniswsall

to Com'nUOUSIV correct even the Sl'ghte5t phase diffezenc 3Notice that this is a reset mechanism that works on a subskeofariables
The second class—composed®@f ¢y, c13, c15 andcig—  describing the configuration space.
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Fig. 6. Scalability of the successful controllers. Each bepresents the inter-quartile range of the data, while thekihorizontal line inside the box marks
the median value. The whiskers extend to the most extrenee plants within 1.5 times the inter-quartile range from ttfex.bThe empty circles mark the
outliers. The horizontal grey line shows the mean value &@3# trials measured in the evolutionary conditions, in ordebetter evaluate the scalability
property (see also Table I).

allows to precisely entrain the movements of the robots onMany controllers present a good behaviour also when

a fine-grained scale. This mechanism influences the distamgeups are composed of 8-bots However, we also ob-

covered by ans-bot during antiphototaxiss-botsthat are serve various failures due to interferences among robats an

farther away from the light bulb slightly bend their trajegt collisions. The situation gets worse when using sbots

and therefore cover a distance range shorter than the aohe higher the density of robots, the higher the number of

covered by the other robots in the same time. In this wamnterferences that lead to failure. In this case, most odietis

the phase difference amorggbotsis progressively reduced, achieve a good performance only sporadically. Onjyand

until all s-botsare completely synchronised (see Fig. 5 top)c; makes exception, being able to systematically achieve
synchronisation despite the increased difficulty of thé.tas

A. Scalability of the Evolved Behaviours

The above analysis clarified the role of communication - Scalability of the Synchronisation Mechanism

determining the synchronisation among the different rebot The scalability analysis performed in the previous section
In this section, we analyse the scalability of the evolvegdkes into account the complete behaviour, therefore dity
neural controllers when tested in larger groups of robats. Fcollision avoidance. When the density of robots is too high,
this purpose, we evaluated the behaviour of the successfu spatial constraints limit the synchronisation ahilitgcause
controllers using 3, 6, 9 and X2bots In order to evaluate the avoiding collision interferes with the ability to maintaiam
performance, we use the fithess function defined in Section pleriodic behaviour and to synchronise with the rest of the
B, but here we measure synchrony in a slightly differemjroup. Moreover, possible collisions among robots prettest
way,} computing the minimum cross-correlation coefficiengroup from synchronising. In order to analyse the scalgbili

¢z, among all possible pairée, ), as follows: property of the synchronisation mechanism only, we evaluat
. ) the evolved controllers removing the physical interaction
Fs = o Py Q) among the robots, as if easkbotis placed in a different arena

. . ) _and perceives the othsrbotsonly through sound signals.

The obtained results are plotted in Fig. 6. It is possible gemoying the robot-robot interactions allows us to tegdar
to notice that most of the best evolved controllers have dloups of robots—we used 12, 24, 48 and ©8ots The
good performance for groups composed o$-Bots In such  gpiained results are summarised in Fig. 7. Not surprisingly
condition, in fact,s-botsare able to distribute in the arena. qoes not scale, being affected by the same problems
without interfering with each other. An exception is givey b yescriped above. A similar problem affects the behaviour
c1: in this case, the initial coordination takes longer timel @roduced bye1o. However, many controllers—namely, ¢;
some robots move too distant from the centre of the arena, . . ¢ andcy—perfectly scale, having a performance
eithe_r exceeding the arena bounds or being not_able to percqjery close to the mean performance measured wittdts A
the light bulb. In both cases, the performance is close t0 Ogjight decrease of performance is justified by the longeetim

o _required by larger groups to converge to perfectly synciseah
4We do not useFs (see (4)) because it is based on a product and it does

not scale well with the group size: for example, 10 robotsnfets pairs. If movements (See for exampie and 020)'
b2y = 0.99 for all pairs—a very good behaviour—thdfs = 0.64. Some controllers—namely,, cs, cg, c14 andcig—present
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Fig. 7. Scalability of the synchronisation mechanism. $eedaption of Fig. 6 for details.

an interference problem that prevents the group from synchr IV. TESTS WITHPHYSICAL ROBOTS

nising when a sufficiently large number of robots is used. gq far, we have shown how artificial evolution can synthe-
In such condition, the signals emitted by differenbotsat  gjse efficient and scalable synchronisation mechanismstwhi
different times may overlap and may be perceived as a Singlge hased on minimal communication strategies. In this sec-
continuous tone (recall that the sound signals are peméive tjon e test the robustness with respect to the transfer to
a binary way, preventing as-botfrom recognising different ppysical robots. Among the best evolved controllers, weseho
signal sources). If the perceived signal does not vary 0.’ a5 it presented a high performance and good scalability
time, it does not bring enough information to be eXplo'teﬁlroperties. The neural network controller is used on the
for synchronisation. Such interference can be observed O%ysicals-botsexactly in the same way as in simulation. The
sporadically forc, and andei4, but it strongly affects the gensor readings are taken every 100 ms, they are scaled in
performance of the other controllers—namely ¢y andci.  the range [0,1] and finally fed to the neural network. The
This problem is the result of the fact that we used a "globagputs of the network are used to control the wheels and
communication form in which the signal emitted by 80 the |oudspeaker. The only differences with the simulation
bot is perceived by any othes-boteverywhere in the arena. eyperiments are in the experimental arena, which is fouegim
Moreover, from the perception point of view, there is n@mgjier in reality (.5 x 1.5 meters), and accordingly the light
difference between a singke-botand a thousand signalling | is approximately four times less intense. An overhead
at the same time. The lack of locality and of additivity i$.amera was used to record the movements ofsthets and

the main cause of failure for the scalability of the eVOlveEheirtrajectories were extracted using a tracking sofe|&6].
synchronisation mechanism. However, as we have seen, thishe pehaviour of the physical robots presents a good

problem affects only some of the analysed controllers. & threspondence with the results obtained in simulatiog. i
remaining ones, the evolved communication strategie®ptessh s thes-hots distance from the light bulb recorded during
an optimal scalability that is only weakly influenced by the gyccessful tridi. It is possible to notice how synchrony is
group size. quickly achieved and maintained throughout the whole trial
notwithstanding the high sensors and actuator noise and the
differences among the three robots. The latter deeply inflee
the group behaviours-bot happened to have a different
maximum speed which let them cover different distancesen th
same time interval. Therefore, if phototaxis and antipteotis

are very well synchronised, as a result of the communication
strategy exploited by the robots, it is possible to noticenso
differences in the maximum distance reached.

distance from light

V. CONCLUSIONS

In this paper, we studied the evolution of behavioural
seconds and communication strategies for the synchronisation ef th

Fig. 8. Distances from the light bulb and collective sigingllbehaviour of 5See http://laral.istc.cnr.it/trianni/sync.htm for
the reals-bots some movies.
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phase. Therefores-botscan control and modify their phasepaper,

simply by moving in the environment and by modifying their
dynamical relationship with it. In this way, simple and riae
behavioural and communication strategies are sufficient o]
implement efficient synchronisation mechanisms. Most ef th
evolved solutions rely on a particulaeset mechanispthat 2
allows robots to quickly achieve a complete synchronisatio
This mechanism is based on the identification of a particuld?]
position in the configuration space in whichbotsdo not
signal. This position corresponds to a particular phaséef t [4]
periodic behaviour, which is held until a signal emitted by
any other robot is perceived. When ahlbotsreach the reset
position, the phase differences are cancelled and synisiaron
tion is achieved. This is not the only mechanism observed il
the evolved solutions. One of the evolved controllers prese
two synchronisation mechanisms, which allow a very quickz]
activity synchronisation—i.e., phototaxis and antiptaxis

are immediately performed in perfect sync—followed by a
slower convergence to a complete synchronisation—s:bqts
gradually entrain their movements. 8]

We have also analysed the scalability of the evolved cong
trollers, showing that synchronisation can be obtained als
in large groups, despite controllers were evolved usingehr
s-botsonly. However, when mang-botsare placed in the
same arena, the avoidance behaviour and possible codlision
strongly interfere with the ability to synchronise. Thistiee [11]
principal limitation of the evolved controllers, which dorot
allow to perform tests with large groups. However, we couldz]
appreciate the scalability of the synchronisation medrani
to very large groups by neglecting the physical interaction
among the robots. We tested the evolved controllers witts)
up to 96 s-bots and we found that many evolved solutions
have a very good scalability. Few controllers presented an
interference problem at the level of the signalling behawio [14]
that prevented robots from extracting a relevant infororati
to be used for synchronisation. Finally, we tested one t5]
the evolved controllers with the reatbots and also in this
case we could observe synchronisation, further proving tHél
robustness of the evolved controller.

In future work, we intend to study synchronisation under
two different perspectives. From one hand, we aim at inves-
tigating the adaptive significance of synchronous behasioul*’
Here, synchrony should result only from the need to cootdina
the activities of a group. On the other hand, we are intedeste
in exploiting synchrony as a general principle—among ather
see for example [17]—to evolve cooperative behaviours.
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