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Abstract

Robotics is expected to play a major role in the agri-
cultural domain, and often multi-robot systems and col-
laborative approaches are mentioned as potential solutions
to improve efficiency and system robustness. Among the
multi-robot approaches, swarm robotics stresses aspects
like flexibility, scalability and robustness in solving complex
tasks, and is considered very relevant for precision farming
and large-scale agricultural applications. However, swarm
robotics research is still confined into the lab, and no ap-
plication in the field is currently available. In this paper,
we describe a roadmap to bring swarm robotics to the field
within the domain of weed control problems. This roadmap
is implemented within the experiment SAGA, founded within
the context of the ECORD++ EU Project. Together with the
experiment concept, we introduce baseline results for the
target scenario of monitoring and mapping weed in a field
by means of a swarm of UAVs.

1. Introduction

Despite being studied for about 20 years, swarm robotics

is still confined into laboratory settings [6, 7] and no com-

mercial application can be acknowledged to date. This

has several reasons, including the need for cost-effective

hardware, the lack of established user-swarm interaction

methodologies, and the need of convincing use-cases and

business models. Nevertheless, research in swarm robotics

has produced a large knowledge base that can be exploited

to deliver concrete applications [4, 27]. Additionally, sev-

eral proposals have been advanced to provide engineering

methods for swarm robotics, independently of the specific

domain [9, 20]. Hence, time is mature for the last miss-

ing step: approaching a concrete real-world problem with

a genuine swarm robotics approach. Precision agriculture

is one such domain where day-to-day activities, such as

monitoring and mapping of large fields, could be tackled

through intelligent robotic technologies. Generally speak-

ing, agriculture represents a very challenging and increas-

ingly important domain, and constitutes the second highest-

impact market (after defence) for mobile service robot ap-

plications, according to the World Robotic Report 2016 of

the International Federation of Robotics1. Beyond mere

automation, robots offer additional means to truly imple-

ment a precision agriculture approach [1, 8]. Agricultural

problems are characterised by unstructured environments,

large spatial distributions and heterogeneities that naturally

call for flexible and robust multi-robot approaches. The

application of swarm intelligence to agricultural robotics

can lead to disruptive innovation, thanks to the miniaturi-

sation of hardware and the cooperation within a highly re-

dundant system. Redundancy and cooperation within a dis-

tributed robotic system can provide resilience and robust-

ness to faults, and can result in super-linear performance,

so as to maximise the effectiveness of the group as a whole

beyond the sensing and information-processing abilities of

individual units (e.g., exploiting biological models of infor-

mation retrieval and integration [2, 20]). Automated weed

control is certainly a priority to reduce labor and operation

costs, while maximising yield and minimising/avoiding the

usage of chemicals. Autonomous weed control systems re-

quire (i) efficient navigation within the field, (ii) automatic

detection and identification of weeds, (iii) mechanisms for

individual weed removal and control, and (iv) field mapping

to support decision-making at a global scale [25]. Out of

the above issues, weed recognition and field mapping still

represent important challenges for an automatic weed con-

1www.ifr.org

978-1-5386-2939-0/17/$31.00 c©2017 IEEE IEEE AVSS 2017, August 2017, Lecce, ITALY



trol system [24, 25]. In this respect, various robotic solu-

tions are being developed, with unmanned aerial vehicles

(UAVs) recently having a large share, thanks to (i) the re-

duced costs and the increased reactivity and resolution with

respect to satellite or other aerial photogrammetry tech-

nologies, and (ii) the ability to move over and rapidly map

the field at a higher speed with respect to ground vehicles

[3, 29]. The use of UAVs is acknowledged in several envi-

ronmental monitoring scenarios, such as waste detection or

fire prevention, and agriculture represents one of the most

important targets for commercial drones deployment. How-

ever, the perceptual abilities of UAVs may not be sufficient

when inspection must be performed from close by. Also,

efficiency issues come into play for coverage of large areas,

where the battery lifetime represents a tough constraint. A

possible solution is provided by robust and scalable multi-

robot approaches studied within swarm robotics [4]. By

exploiting the power of collective intelligence, it is possi-

ble to overcome the individual perceptual limitations, paral-

lelise activities and deal with uncertain environmental con-

ditions leading toward various applications related to preci-

sion agriculture and beyond. Indeed, solutions tailored for

the agricultural domain can be easily exported to other en-

vironmental monitoring problems without much effort, ow-

ing to the flexibility, scalability and robustness provided by

a genuine swarm robotics approach. Starting from these in-

sights, we have developed a roadmap for the application of

swarm robotics to the weed monitoring/mapping problem,

which is discussed in Section 2. This roadmap is imple-

mented within the Swarm Robotics for Agricultural Appli-

cations - SAGA project2, founded by the ECHORD++ (GA:

601116) EU project. SAGA aims to demonstrate the usage

of a group of small UAVs to collectively monitor a field and

distributedly map the presence of weeds.

The paper is organised as follows. In Sect. 2, we dis-

cuss the concept and the starting point of the roadmap in

relation to the state of the art, and we indicate the activ-

ities planned to tackle the weed monitoring and mapping

problem described above. In Sect. 3, we introduce an ab-

stract model for multi-robot field monitoring, and we de-

scribe baseline results obtained with a simple decentralised

approach. Sect. 4 closes the paper with some discussions

and perspective on the commercial application of swarm

robotics solutions for the agricultural domain.

2. Concept and background
Weed monitoring and mapping is a tough problem that

determines the daily activities in a farm. Fig. 1 (left) shows

the example of sugar beets that are infested by volunteer

potatoes—a common benchmark in agricultural robotics

[3, 13]. Volunteer potatoes originate from tubers that re-
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mained in the soil after harvesting. In the next season, when

sugar beets are grown in the same field, volunteer pota-

toes are a major threat because they spread diseases (e.g.,

late blight) and facilitate harmful soil nematodes. Further-

more, they compete for resources with the sugar beets. Reg-

ulations obligate farmers to control volunteer potatoes, a

very costly operation that involves a lot of human labour.

In the Netherlands, the costs have been estimated between

e50 and e300 per hectare per growing season [16]. An

autonomous weed control system would drastically reduce

the costs of removing volunteer potatoes, a task that is

largely performed manually. The system proposed within

the SAGA experiment aims to take over the field monitor-

ing task, and to generate task maps for future autonomous

weeding robots, telling them which areas to work on and

how to plan their paths. More specifically, SAGA will pro-

vide an automatic weed monitoring and mapping system by

means of a swarm of UAVs able to patrol the field, recog-

nise the presence of weeds, dedicate resources to the most

interesting areas and collectively build a field map indicat-

ing areas with different urgency of intervention. All this has

to be obtained through a genuine swarm robotics approach,

featuring decentralised control and flexible and scalable be-

haviour. The SAGA concept represents a novelty within the

agricultural robotics domain, despite significant effort and

resources being dedicated to agricultural robotics research,

including multi-robot approaches. We propose a solution

to the monitoring and mapping problem that is completely

decentralised, so that desired properties like robustness and

scalability are taken into account at design time.

2.1. Collective-level monitoring and mapping

The collective-level control is responsible for the over-

all mission accomplishment. Instead of a-priori planning

the mission for the whole group, we will exploit swarm

robotics techniques in which the group behaviour emerges

from self-organisation, hence providing flexibility, robust-

ness to faults and scalability with group size. Our goal is

to devise collective strategies with an optimal trade-off be-

tween distributed exploration and timely weed recognition.

The study of the collective monitoring and mapping be-

haviour will be initially performed in simulation (see also

Section 3), and different bio-inspired algorithms will be

evaluated. In particular, we will consider honeybee for-

aging and collective decision-making as sources of inspi-

ration, and will exploit design patterns to implement such

behaviours in UAV swarms [19, 20]. This will provide the

mechanisms to explore the field and allocate resources dur-

ing the monitoring activities: UAVs will be recruited to

monitor those areas in the field that have been identified

as potentially containing weed patches, while weedless ar-

eas are quickly abandoned by the swarm. In this way, re-

source allocation is adapted to the field heterogeneities, and



error-prone individual inspection will be compensated for

through collaborative re-sampling. Additionally, we will

consider the emergence of a categorisation system from

peer-to-peer interactions [2], and implement a collective

mapping behaviour as a categorisation problem of differ-

ent areas of the field, so that labelling of different areas will

result from a consensus process among the UAVs that indi-

vidually estimated the presence of weeds.

2.2. On-board vision for weed detection and navi-
gation

The on-board vision system of each individual UAV has

to perform object detection or semantic segmentation on

images like in Fig. 1 (left), to count the number of weeds

above a specific size or otherwise measure their develop-

ment. The results of each image have to be mapped to

real-world coordinates, using absolute and relative pose es-

timates from other sensors (e.g., GPS, IMU). This provides

the basis for timing and path planning as described above.

Current robotics approaches employ unmanned vehicles

(e.g., Bonirob [3]) for weed detection and removal [17, 13].

As demarcation strategy, Bonirob and similar platforms use

a protective cover with artificial lighting and cameras un-

derneath. This is a suboptimal solution that simplifies the

vision problem with constant, shadowless light conditions.

Previous work demonstrated the use of SURF features, bag-

of-visual-words clustering, and support vector machines

(SVMs) to classify image patches as crop or weed [26].

This method can handle strong light variations and shad-

ows from direct sunlight. The approach can be combined

with a sliding window approach or selective search to de-

tect objects in the whole image. State-of-the-art solutions

for object recognition make use of convolutional neural net-

works [12, 10] as in Fig. 1 (left). Such methods are currently

being imported with some success also in the agricultural

domain [18, 22], but it is also necessary to recognise that the

field has specific requirements that needs a deeper investi-

gation of the suitability of such methodologies, Considering

the computing and power limitations, convolutional neural

networks may be too demanding, hence a trade-off shall be

considered between accuracy of the vision algorithm and

computational resources available. In this sense, within

SAGA we aim at considering accuracy at the swarm level,

compensating for individual deficiencies through collabo-

ration and re-sampling by multiple drones. On-board vi-

sion can also support the individual motion control. In [28],

modified excessive green, Otsu’s method, and the Hough

transform were combined to find crop rows in a field, and

dynamic extrinsic camera calibration and PID-controllers

were used to make the UAV follow the detected crop rows.

These methods can be used to support GPS-based naviga-

tion, or navigation based on ultra-wideband beacons (UWB,

see below).

2.3. Hardware enhancement for swarm operations

UAV research is a hot topic to date, pushed by the huge

development of commercial flying drones, mainly thanks to

the establishment of multi-rotor helicopters bringing to the

consumer and industrial market stable and easily control-

lable platforms. However, UAVs are usually not conceived

for group operation, and hardware adaptations are required

to have UAVs communicate with each other and coordinate

their operations. Additionally, if we consider autonomous

flight with on-board sensing, research is still ongoing due to

the size and payload constraints associated with aerial vehi-

cles, as well as to the short battery lifetime [11, 21]. Specific

control issues emerge for multi-robot settings, which render

approaches with individual robot labelling impractical due

to the exponential explosion of the state space, and call for

low-dimensional abstractions of the group [15]. Addition-

ally, specific sensory systems are required for collision-free

flight and networked operations [5, 21]. In summary, sev-

eral state-of-the-art technologies need to be integrated in a

single platform to support swarm operations [30]. Within

SAGA, hardware development to enable swarm operation

will start from the UAV platform shown in Fig. 1 right. The

drone is a quadcopter able to fly up to 30 minutes on a

single charge. Key features include a triple redundant au-

topilot, five inertial measurement units (IMUs) and RTK-

GPS. The location and orientation data will be synchronized

with the imagery from the RGB camera and the correspond-

ing object detections/semantic segmentation. The standard

drone needs to be equipped with several additional hard-

ware modules as well as software communication proto-

cols. The hardware modules include radio-communication

between multiple UAVs, based on UWB technology, which

will provide at the same time self-localisation with respect

to stationary beacons and communication abilities between

UAVs. Additionally, the UAV must be enhanced with on-

board vision and processing power so as to run the monitor-

ing and motion algorithms. A design based on the Nvidia

Jetson3 will be developed allowing to use the same proces-

sor for both machine vision and motion control.

3. Baseline simulation of collective monitoring
Field monitoring is a fundamental activity. It consists

of patrolling the field and detecting the weed presence and

location. This activity is generally supported by absolute

positioning systems (e.g., RTK-GPS) which allows geo-

refencing and planning of the optimal path. The most com-

mon approach is a “sweeping” strategy, in which a ground

or aerial vehicle follows a zigzag course. With multiple ve-

hicles, the field can be decomposed in non-overlapping ar-

eas to be assigned to different UAVs [14]. It is often the

case that coverage strategies allow to capture large amounts

3www.nvidia.com/object/embedded-systems.html.



Figure 1: Left: Detection and classification of sugar beets

and volunteer potatoes, the latter representing a serious

weed problem for large sugar beet cultivations. Right: a

close-up view of the PrecisionScout, the UAV produced by

Avular B.V. and exploited within the SAGA experiment.

of images to be stitched together and analysed offline [29].

These strategies do not provide robustness against failures

of UAVs, neither do they deal optimally with high error-

detection rates. Indeed, a priori path planning and a poste-
riori analysis do not allow to adapt the monitoring strategy

to the actual weed distribution and to exploit online visual

processing to influence the field coverage. We aim to pro-

duce a completely decentralised solution that exploits on-

line visual feedback to direct the individual search strategy.

In this section, we introduce a weed monitoring model and

multi-agent simulations developed to test different strate-

gies.

3.1. Weed monitoring model

We consider an abstract scenario in which a square field

of side L needs to be monitored The field is virtually divided

in square cells of side �, for a total of L/� cells per side, and

each cell i can contain one or more weed units, resulting in

the weed density ρi. We consider here Nw units that are dis-

tributed either uniformly in the field, or heterogeneously in

Np patches. Each patch p is obtained as a gaussian spread

of items around the patch center xp (standard deviation, σp,

see Fig. 2, top row). Each cell can be visited by an UAV—

hereafter, agent—several times. At each visit k > 0, an

agent a inspects the cell i for τv seconds and iteratively up-

dates the locally estimated weed density ρ̂i,a as follows:

ρ̂i,a(k + 1) = (1− φw)ρ̂i,a(k) + φwρi,

0 ≤ φw ≤ 1,

ρ̂i,a(0) = 0

(1)

where φw represents the percentage of weed that can be cor-

rectly detected in one visit: when φw = 1 there is no detec-

tion error and one visit is sufficient; when φw < 1 more than

one visit is necessary. The exponential average models de-

tection from multiple visits as being independent from each

other. We compute the globally estimated weed density ρ̂i
of cell i by aggregating information from multiple agents,

in a similar way as in equation (1). Additionally, we record

the number of visits κi that each cell i receives. We con-

sider the field completely covered and correctly inspected

when ∀i, κi > 0 ∧ ρ̂i = ρi. We evaluate the efficiency of

the monitoring activities by looking at the time tc in which

the field is first completely covered, and at the time tw in

which all weed items are correctly detected.

3.2. Baseline collective monitoring strategy

The division of the field in cells allows to simplify the

motion strategy of each agent. As a baseline approach, we

implement a random-walk-like strategy in which each agent

a decides the next cell to visit according to a 2D gaussian

distribution. More specifically, the likelihood to choose cell

i by agent a is computed as follows:

Fa(i, j;σj , γi) = γie

−d2ij

2σ2
j ,

σj =
σ̂

1 + ρ̂j,a
,

γi =

{
1 κi = 0
δi,a κi > 0

(2)

where dij is the Euclidean distance of cell i from the cur-

rent cell j, and σ̂ represents the base spread of the gaus-

sian function. Given the likelihood value for each cell i,
a roulette-wheel selection is performed to choose the next

cell to visit. In this process, the current cell is excluded, as

well as the cells targeted by other agents, which are avail-

able thanks to agent-agent communication.4 By choosing

cells according to equation (2), we ensure local exploration

thanks to the gaussian spread, we promote longer displace-

ments when the locally estimated weed density ρ̂j,a is low

(i.e., high values of σj), and we scale the likelihood accord-

ing to the latest detection improvement δi,a, which goes to

zero the more the estimated weed density approaches the

real value, so as to avoid to often revisit the same cells.

To summarise, the above strategy implements an isotropic

random walk, giving lower importance to areas that have

already been sufficiently covered. For comparison, we de-

veloped a sweeping strategy in which a single agent â cov-

ers the whole field by moving through adjacent cells every

time the detection improvement δj,â on the current cell j
falls to zero. As mentioned above, the sweeping strategy—

although optimal from the efficiency point of view—is not

resilient and robust against failures, hence the motivation to

develop a collective monitoring system.

4We assume here for simplicity a fully connected communication net-

work among agents.
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Figure 2: Results of the baseline collective monitoring strat-

egy for patchy (left) or uniform (right) weed distribution.

Top: example density map of weed distribution, darker ar-

eas correspond to higher density. Middle: Average value

for the coverage time tc (solid lines) and for the monitor-

ing time tw (dashed) plotted against φw, for various values

of N . Bottom: Scaling of tc (solid lines) and tw (dashed)

with the group size N . The black solid line is a guide for

the eye corresponding to a power-law scaling t ∝ N−0.9.

Insets: relative performance computed against the optimal

sweeping behaviour.

3.3. Experimental results

Given the described system, we have performed pre-

liminary investigations to understand the influence of the

different parameters on the global outcome. We vary the

group size N ∈ {10, 50, 100} and the weed detection rate

φw ∈ {0.7, 0.8, 0.9, 1.0}. For each configuration we exe-

cute 200 evaluation runs in randomly generated fields with

either uniform or the patchy weed distribution. We observe

that the coverage time tc is independent of the weed de-

tection rate for both uniform and patchy weed distribution

(solid lines in the center plots of Fig. 2). This is expected

given that the choice to visit new cells is not affected by φw.

The average values of tc are also similar for uniform and

patchy distributions, as coverage requires to visit every cell

in the field at least once. What changes significantly is the

course of tw (dashed lines in Fig. 2), which is decreasing

for increasing values of φw, and above all presents lower

values for the patchy weed distribution. Indeed, for high

values of φw, only few visits are required per cell to com-

pletely inspect it (at most 2 visits per agent when φw = 1),

and this has a positive impact on reducing the detection

time: in the uniform distribution case, tw becomes com-

parable to tc, as weeds can be found anywhere in the field;

in the patchy distribution case, tw gets significantly lower

as weed patches are completely detected before the entire

field is fully covered. For what concerns the scaling with

the group size N , it is possible to appreciate a power-law

decay t ∝ Nα for both uniform and patchy weed distri-

bution, with exponent α ≈ −0.9, not too distant from the

ideal case of α = −1 (bottom plots in Fig. 2). This con-

firms that the provided solution—although improvable ex-

ploiting agent-agent interactions—scales very well with the

group size. The performance relative to the optimal weed-

ing strategy is shown in the insets, where λc = tc/t
�
c and

λw = tw/t
�
w are plotted. It is possible to notice that the col-

lective monitoring strategy is in general slower by a factor

of 2 to 9, with best performance for low values of φw, espe-

cially for the coverage time, and for the monitoring time in

the uniform distribution. For the patchy distribution, mon-

itoring is 3 to 5 times slower than the optimal strategy, but

performance slightly improves for φw = 1.

4. Conclusions
In this paper, we have presented the SAGA concept and

the roadmap it implements to propose swarm robotics as a

viable technology for monitoring and mapping applications.

We have also proposed an abstract model for weed moni-

toring and preliminary results exploiting a simple random

walk strategy, which constitute a baseline against which to

test improved collective monitoring approaches. The base-

line monitoring strategy is efficient against a patchy weed

distribution, deals well with low rates of weed detection

and present good scalability with the group size. It ex-

ploits multiple visits from different agents to obtain a com-

plete monitoring. Given the absence of interaction among

agents, future work within the SAGA experiment will be

dedicated to the engineering of a suitable strategy that min-

imises the gap with the optimal one, and that at the same

time guarantees properties like resilience, robustness and

scalability. Possible extensions take into account the ability

of the UAVs to move in a 3D space, thus observing the field

from different altitudes [23]. This allows to inspect the en-



vironment at different resolutions (high for low altitude and

vice-versa), whereby monitoring from distance provides a

coarse estimate of the weed density to be exploited to al-

locate resources only towards the most interesting regions.

This seems to be a powerful strategy, especially if applied

to scenarios that present patches of interest or only a limited

number of points of interest over a large area (e.g. census

of animals, forest inspection, waste detection and more).
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